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Fig. 1. Based on fast simulation and inverse simulation techniques, our system allows the designer to
interactively edit and examine the quasistatic shape and the rest shape of a piranha model at the same time,
as shown in (a) and (b). We show physical validation of our system by fabricating the model in both shapes
using a rubber-like tango black material. Under the influence of gravity, the model fabricated in the rest
shape in (b) sags to the desired quasistatic shape in (a), as predicted by our system.

We present a novel system for interactive elastic shape design in both forward and inverse fashions. Using
this system, the user can choose to edit the rest shape or the quasistatic shape of an elastic solid, and obtain
the other shape that matches under the quasistatic equilibrium condition at the same time. The development
of this system is based on the discovery that inverse quasistatic simulation can be immediately solved by
Newton’s method with a direct solver. To implement our simulator, we propose a Jacobian matrix evaluation
scheme for the inverse elastic problem and we present step length and matrix evaluation techniques that
improve the simulation performance. While our simulator is efficient, it is still not fast enough for the system
to generate the result in real time. Our solution is a shape initialization method using the recent projective
dynamics technique. Shape initialization not only works as a fast preview function during the user editing
process, but also speeds up the convergence of quasistatic or inverse quasistatic simulation afterwards. The
use of a heterogeneous algorithm structure allows the system to further reduce its preview cost, by utilizing
the power of both the CPU and the GPU. Our experiment demonstrates that the whole system is fast, robust,
and convenient for the designer to use in both forward and inverse elastic shape design. It can handle a variety
of nonlinear elastic material models, and its runtime performance has space for more improvement.
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1 INTRODUCTION

An elastic body deforms under external loads. This property makes elastic shape design uniquely
challenging, due to the discrepancy between the shapes before and after applying loads. Traditi-
onally, elastic shape design is handled in a forward fashion: the designer first models the body
without considering external loads, and then runs quasistatic simulation to check how the body gets
deformed under loads. The designer must repeat this process multiple times, until he/she becomes
satisfied with the outcome. A forward elastic shape design system is straightforward to implement,
given the fact that quasistatic simulation has been extensively studied for many years. However,
the repeating process requires heavy user intervention and consumes considerable computational
resources. Forward elastic shape design is also counter-intuitive, since the designer cannot directly
interact the actual shape under the influence of external loads.

A more natural and intuitive strategy is to allow the designer to manipulate the deformed
shape under influence first, and then estimate the rest shape that achieves the deformed shape
later. This inverse design strategy is useful not only to designers, but also to animators and
surgeons, who need to know the rest shapes of sagging objects captured from the real world, for
animation production and virtual surgery. Unfortunately, inverse elastic shape design requires
to solve the inverse problem of quasistatic simulation, which turns out to be significantly more
difficult than quasistatic simulation itself. Previous research on this topic was largely focused on
lower dimensional cases [8, 10], specific elastic material models [5, 32], or small deformation [23].
Inverse quasistatic simulation of generic elastic models remains as a challenging problem, as far as
we know.

In this paper, we present a new elastic shape design system that utilizes the power of both the
CPU and the GPU. The key features of our system are:

e Two-way design. The system enables elastic shape design in both forward and inverse
ways. In other words, the designer can modify either the rest shape or the quasistatic shape,

and the system generates the other shape on the fly.
e Flexibility. Our system flexibly handles a wide range of nonlinear elastic models, including

the neo-Hookean model, the Mooney-Rivlin model, and the spline-based model using principal

stretches [36].
e Efficiency. After user editing, the system typically finishes the modeling process of a

mesh with 73K tetrahedra in 0.5 seconds, as Figure 1 shows. This is substantially faster than
any existing system, especially for inverse shape design.
The technical contributions involved in the development of our system can be summarized as
follows.

o Inverse quasistatic simulation. = We present the Jacobian matrix evaluation scheme
for inverse quasistatic simulation of generic elastic materials. Based on this scheme, we
discovered that, inverse simulation, as a special shape optimization problem, can be directly
solved by Newton’s method.
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o Initialization by projective dynamics.  Although our simulators are efficient, they are
still unable to follow fast shape changes made by the user. To address this problem, we
propose a real-time shape initialization approach based on the recent projective dynamics

technique.
e A heterogeneous system. To achieve interactive system performance, we develop a

heterogenous structure that distributes the computational workload to both the CPU and the
GPU. The use of this structure offers another level of parallelization among processors.

Our experiment demonstrates that the whole system is fast, robust, and convenient for the designer
to use in both forward and inverse shape design cases. It flexibly handles a variety of nonlinear
elastic material models, and its performance can be potentially improved by other numerical
techniques in the future, such as multi-grid.

2 RELATED WORK

Elastic body simulation. Elastic body simulation has been an important graphics research topic,
since the pioneer work by Terzopoulos and colleagues [28]. Today’s physics-based simulators often
use implicit time integration, since explicit time integration can cause the numerical instability
issue [18, 26]. To use implicit time integration, a simulator needs the Jacobian matrix of the force
with respect to the vertex position. Teran and colleagues [27] proposed a Jacobian matrix evaluation
scheme for hyperelastic materials and applied it in quasistatic simulation. Another Jacobian matrix
scheme based on principal stretches was proposed by Xu and collaborators [36].

Physics-based models are flexible and close to real-world materials, but their computational
costs are not so affordable by real-time applications. Because of that, researchers are getting more
interested in fast constraint-based simulation techniques, such as strain limiting [21, 29, 34], shape
matching [17, 22], and position-based dynamics [12, 15, 16]. Liu and collaborators [13] found
that the potential energy of a spring can be interpreted as a compliant edge constraint. This
observation guided them to the development of an iterative local/global mass-spring simulator,
whose result converges to the solution of implicit time integration. Bouaziz and colleagues [4]
generalized this idea into projective dynamics, by formulating the elastic energy of an element as
a geometric constraint. For highly stiff problems, Tournier and colleagues [30] combined forces
and constraints into a better conditioned linear system with a larger problem size. To implement
projective dynamics on the GPU, Wang [33] explored the Jacobi-preconditioned gradient descent
method, and Fratarcangeli and colleagues [9] advocated the use of multi-color Gauss Seidel. Recently,
Wang and Ying [35] generalized Jacobi-preconditioned gradient descent to accurately and efficiently
simulate generic nonlinear elastic materials, thanks to a series of divergence avoidance techniques.

Elastic shape design. While forward elastic shape design can be solved by quasistatic simulation
as many researchers explored, inverse elastic shape design, fundamentally as inverse quasistatic
simulation, is a much more complex problem. If the elastic shape is made of strands and curves,
this problem can be well solved under reduced dynamics models [8, 10]. When the goal does not
require the rest shape result to be strictly consistent with the deformed shape input, the problem
can be solved by augmented Lagrangian methods as Skouras and collaborators [24] suggested.
For inverse quasistatic simulation of neo-Hookean volumetric models, Chen and colleagues [5]
developed a Jacobian matrix evaluation formula and suggested to use an asymptotic numerical
method. Wang and collaborators [32] found that the inverse problem can be solved as a backward
simulation process for co-rotational linear materials. Shin and colleagues [23] studied inverse
quasistatic simulation of generic elastic materials, when the deformation is small. Recently, Bartle
and collaborators [1] designed a fixed point method to solve the inverse problem for cloth patches.
Their method converges fast mostly in the first few iterations.
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Graphics researchers have also studied inverse elastic shape design, when the shape is paramete-
rized by edge lengths [31], control parameters [2, 7], or joints [20, 25]. Their techniques typically
involve the use of the Gauss-Newton method, by formulating shape optimization as nonlinear least
square problems. For inverse quasistatic simulation, Chen and colleagues [5] pointed out that the
Gauss-Newton method is not a suitable option, since it is often too expensive to construct its matrix,
especially when the mesh is in high resolution. Outside of the computer graphics community,
researchers investigated the inverse elastic problem mostly for identifying material parameter
distributions or buried objects [3]. The developed techniques are either limited to linear elasticity,
or too computationally expensive for interactive applications.

3 BACKGROUND ON QUASISTATIC SIMULATION

Let X € R*N and x € R3N be rest and deformed vertex position vectors of an elastic body with N
vertices. The quasistatic equilibrium state can be described using a nonlinear system:

f(x,X) =0, (1)

in which the total force f is a nonlinear function of x and X. Given X, the goal of quasistatic
simulation is to find x that satisfies Equation 1.

Numerical solutions. A typical solution to a nonlinear system is Newton’s method, which succes-
sively refines the result x**1) in the k+1-th iteration as:

x6H) = 0 [50] p), x), (2)

where Jx = 0f/0x is the Jacobian matrix of f with respect to x. Since we can define f as the negative
gradient of the total potential energy, we can treat Jx as the negative Hessian matrix of the potential
energy. Therefore, Jx must be symmetric.

The issue with Newton’s method is that it is too computationally expensive to solve J;!f in every
iteration. A natural idea explored by quasi-Newton methods and conjugate gradient methods is to
use an approximation of Jx, whose inverse can be easily calculated. These methods often require
extensive use of dot product operations, making them unfriendly with parallelization. In a special
case, if we replace Jx by the identity matrix, we reduce Newton’s method to the gradient descent
method, whose convergence rate is known to be low. Alternatively, we can replace Jx by a carefully
tuned constant matrix, which can be pre-factored as a fast runtime solver. This approach has
demonstrated its effectiveness on projective dynamics [4], but not so much on generic hyperelastic
models [14]. Recently, Wang and Yang [35] proposed to replace Jx by its diagonal. Their method
can robustly and efficiently handle generic hyperelastic models, after using a dynamically adjusted
step length.

Elastic force and matrix evaluation. A crucial step involved in many aforementioned methods
is the evaluation of the internal elastic force and its Jacobian matrix. According to continuum
mechanics, the elastic forces {go, g1, 82, g3} applied at the vertices of a tetrahedron is:

3
G=[g: g g]=PB,, =P[b; by bs], go=—Zgi, (3)
=1

in which P is the first Piola-Kirchhoff stress and b; stands for the average area-weighted normal of
the triangles adjacent to vertex i. Let F = DD} ! be the deformation gradient, where D and D,,, are
the edge vector matrix: Dy = [x; —X¢ X2 —Xo X3 —X¢] and D, = [X; - Xo X3 —Xo X3 — Xo].
After singular value decomposition F = UDVT, we can compute the stress tensor P as:

P = UP(D)V', (4)
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where the function P(D) represents the constitutive relationship between the principal stretches in
D and the stress tensor. Given Equation 3 and 4, Xu and colleagues [36] proposed to evaluate the
elastic Jacobian matrix from:
oG 0GIF (9P OF
E‘ﬁ&‘(ﬁ m)& ®
Since both B, and dF/dx are invariant to x, our focus is on JP/JF. By definition, we can formulate
the derivative of P with respect to one variable of F as:

oP ; OP(D) 9D ;
— =U ’P D) + +P(D)Qy Iy 6
OF;; : (D) + oD OF; (D) ©)
in which,
au ovT
Q” UT—, Q=" 7
dF;” vV 9F; @

To evaluate Equation 6, we calculate U, V, P(D), and dP(D)/dD by their definitions. The additional
terms needed by Equation 6 are QU Q” and dD/dF;;. According to [19], we have:

vy QD + D, DQY. (8)
OF;; OF;;

Since D is a diagonal matrix, 0D/0F;; is diagonal as well. Meanwhile, Qg and Qg must be skew-
symmetric, because Qij + (Qij )T = 8(UTU)/OF;; = 0. Based on these observations, we obtain
0D/0F;; from the dlagonal elements of UT(AF/AF;;)V. The remaining off-diagonal elements form a
linear system, whose solution gives the six unique elements of Q” and Q” To avoid the system
from being singular when two or more principal stretches are close we 51mply place a limit on the
determinant of the system matrix.

4 INVERSE QUASISTATIC SIMULATION

In this section, we will study inverse quasistatic simulation, the key component in inverse elastic
shape design. Specifically, given x, we would like to find X that satisfies f(x, X) = 0. Before we
discuss the applicability of the numerical methods, we will formulate the Jacobian matrix of the
force with respect to the rest shape: Jx = 0f /90X, based on our prior knowledge in Section 3.

4.1 Jacobian Matrix Evaluation

We consider two Jacobian matrices for the inverse problem: the Jacobian of the elastic force under
a generic elastic material model and the Jacobian of the gravity force.

Elastic matrix evaluation. To evaluate the elastic Jacobian matrix for the inverse problem, our

idea is to use the inverse of the deformation gradient:
F=F'!=D,D;! =VvD'U", 9)

which is a linear function of X. We can obtain Jx from:
G _ (0P aF 9B,
— =(=B,, _m
0X OF 6X 0X
where only dF/dX is invariant to X. To evaluate the first component in Equation 10, we compute
the derivative of P with respect to one variable of F:

(10)

P

, 9P(D) 9D
T A

+ P(D)fzif} VT, (11)
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in which,
T ou T 6VT
Qu=U"—7, Qy=—V. (12)
ij OF;;

By taking the derivative of the singular value decomposition of F and multiplying the result with
VT and U, we get:

oF \' i oD i)
(VT—A ) = QD'+ — +D'Qy. (13)
As before, 0D/ (913,- j is diagonal, and both Q{f and fz(f are skew-symmetric. Therefore, we calculate
dD!/9F;; from the diagonal elements of (V' 9F/9F;;U)T, and f)g and Qif from the remaining
off-diagonal elements after solving a linear system.

The evaluation of the second component in Equation 10 needs dB,,/dX. Since B,, is made of
area-weighted triangle normals and each area-weighted normal is equal to the cross product of
two edge vectors, we formulate the derivative of one normal first:

(X5 = Xp) X (X1 = X3)
0X,
in which R}, is the skew-symmetric cross product matrix of edge X3X,. Once we obtain all of these
cross product matrices, we assemble them into dB,,/dX and obtain the second component.

=R;,, (14)

Gravitational matrix evaluation. The gravity force, as a function of the rest volume, also depends
on X. Therefore, we should consider its contribution to the Jacobian matrix of the total force as well.
For simplicity, we use a lumped mass model, which equally distributes the mass of a tetrahedron
to its four vertices. Based on this model, we calculate the Jacobian matrix of the gravity force
contributed by tetrahedron t to every vertex i as:

_ Pt adet(Dm)

t,i
=287 ox (15)

in which p; is the mass density, g is the gravity acceleration, and %de t(D,,) gives the tetrahedron
volume. By definition, we can calculate the derivative of the determinant from its 2 X 2 sub-matrices.
Once we calculate each J;i, we sum them up to form the whole gravitational Jacobian matrix.

The importance of matrix components. Our research reveals that the first component of the elastic
matrix dominates the total Jacobian matrix. In average, it contributes more than 99.7 percent
of the total Jacobian matrix, while the other two components contribute less than 0.3 percent.
This phenomenon makes us wonder whether we can ignore the other components in inverse
quasistatic simulation. Figure 2 demonstrates that the answer is no. When we ignore the second
elastic component and the gravitational component, Newton’s method fails to converge. When we
ignore the gravitational component only, Newton’s method converges within 34 iterations. Finally,
when we use all of three components, Newton’s method converges within 27 iterations. Since the
computation overhead of the two additional components is small, we choose to evaluate the whole
Jacobian matrix in practice.

4.2 Numerical Solutions

An interesting question is whether the numerical methods used for quasistatic simulation are still
applicable to the inverse problem. Here we must keep in mind that the Jacobian matrix of the
inverse problem cannot be interpreted as the Hessian matrix of a potential energy. Therefore, it
may not be symmetric.

Our first experiment is to test nonlinear descent methods on the GPU, including nonlinear
conjugate gradient and preconditioned gradient descent, both of which have demonstrated their
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Fig. 2. The effects of Jacobian matrix components on the convergence of Newton’s method. This plot shows
that it is necessary to evaluate all of the three Jacobian matrix components, even though the contributions of
the second elastic component and the gravitational component are small. By default, we choose the armadillo
example for evaluation purposes in this paper.

robustness and performance in quasistatic simulation [35]. Figure 3 shows that gradient descent
is effective in the first few iterations. But once the error becomes small, it diverges if we do not
significantly reduce the step length. The performance of nonlinear conjugate gradient is even worse,
probably because conjugate gradient is not suitable for asymmetric matrices. We note that here the
cost of a gradient descent iteration is higher than that cost in [35], since gradient descent must
evaluate the Jacobian matrix in every iteration to avoid more severe divergence issues.

Since some nonlinear descent methods can be considered as applying one step of an iterative
solver in every iteration of Newton’s method, our next experiment is to choose Newton’s method
and try different iterative solvers and different numbers of iterative steps. Figure 3 shows that if we
use 128 steps of a Jacobi solver in each Newton iteration, the error curve behaves just like that of
preconditioned gradient descent: the error decreases only in the first few iterations. The reason it
runs faster is because it does not need frequent force or matrix evaluation. The asymmetric nature
of the system matrix inspires us to test the biconjugate gradient stabilized method next. Figure 3
shows that this method still cannot reach a small error, even if we use 1,024 iterative steps per
Newton iteration. It also verifies the high computational cost of the biconjugate gradient stabilized
method on the GPU, due to extensive use of inner and matrix-vector products.

In the end, we believe that Newton’s method with a direct solver provides the best way to solve
inverse quasistatic simulation. Our simulator chooses to evaluate forces and matrices on the GPU,
and solve each linear system by a LU solver on the CPU. In most cases, the simulator can reduce
the error to a low level within one second, as Figure 3 shows. To further improve its robustness
and efficiency, we will investigate error metrics, step lengths, and matrix evaluations in the rest of
this subsection.

Errors and step lengths. When the initialization is away from the solution, Newton’s method
needs a sufficiently small step length to protect it from the divergence issue. One way to find the
step length is to perform backtracking line search based on the Armijo rule, which requires the
system energy to decrease monotonically. Since we cannot define inverse quasistatic simulation as
an energy minimization problem, we replace the energy in the Armijo rule by the residual error,
i.e., the magnitude of the residual force in Equation 1. We also change the rule to accept a step
length, as long as it does not introduce too much error increase. The reason we do not strictly
enforce an error decrease condition is because the error behaves differently from the energy and a
strict condition can cause an unnecessarily small step length, as we experienced in our experiment.
Figure 3 demonstrates that although the error reported from Newton’s method increases in the
first few iterations, it quickly drops afterwards.
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Fig. 3. The performances of different numerical methods solving the same inverse simulation problem. Due
to the complex nature of the problem, many methods fail to converge. In contrast, Newton’s method with a
direct solver converges within one second.
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Fig. 4. The performances of Newton’s method when it chooses different M values. Newton’s method converges
slowly when M is too small or too large. It converges the fastest when M = 4.

Skipping matrix evaluations. Newton’s method spends a large portion of its computational
time on Jacobian matrix evaluation and factorization. Therefore, a natural idea of improving its
performance is to skip matrix evaluations and reuse factored matrices from previous iterations.
Researchers have explored this idea as high-order Newton’s methods [6] before. In this work, we
simply perform matrix evaluation and factorization every M iterations, and use the same factored
matrix to construct the linear systems in the M iterations. Figure 4 shows that Newton’s method
converges the fastest when M = 4. If M is too large, this approach will be not efficient either, since
the error cannot decrease sufficiently in many iterations.

5 AN INTERACTIVE SYSTEM

The goal of our system is to achieve interactive elastic shape design in two ways. In the forward
way, the user interacts with the rest shape and the system updates the quasistatic shape in real
time. In the inverse way, the user modifies the quasistatic shape and the system generates the rest
shape accordingly.

Given the techniques described in Section 3 and 4, it is straightforward to implement basic
functionalities of our system. Specifically, we use the preconditioned gradient descent method [35]
to handle quasistatic simulation in forward elastic shape design. For inverse quasistatic simulation,
we use Newton’s method solved by a direct solver, as mentioned in Subsection 4.2. Our system
can adopt any tool for interactive shape editing. In practice, we simply use another quasistatic
simulator, which allows the user to modify the shapes by adding new fix constraints (in red), as
shown in Figure 5.
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(a) The rest shape (b) The quasistatic shape

Fig. 5. The pegasus example. Our system allows the user to interactively modify the quasistatic shape by
new fix constraints (in red) and examine the rest shape at the same time.
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Fig. 6. The convergence of Newton’s method with and without using shape initialization. Based on projective
dynamics, our shape initialization technique speeds up inverse quasistatic simulation by approximately 30
percent, as shown in this plot.

A basic way of implementing our system is to run interactive shape editing and forward/inverse
quasistatic simulation at the same time. However, such a system is highly susceptible to the
divergence issue, since the simulation result in the current iteration can become a bad initialization
in the next iteration, when the designer makes dramatic shape changes. Even though this issue can
be addressed by using small step lengths, it reduces the system performance and makes divergence
avoidance sophisticated. Our solution is a projective dynamics initialization method for estimating
shape deformation in both forward and inverse directions. This method not only allows the designer
to preview the outcome in real time, but also speeds up the convergence of simulation and inverse
simulation after each user modification.

5.1 Shape Initialization by Projective Dynamics

Without loss of generality, here we study the initialization during inverse elastic shape design.
It is straightforward to adjust the proposed method for forward elastic shape design, by simply
swapping the quasistatic shape with the rest shape.

Let x¢ and X, be a pair of the quasistatic shape and the rest shape obtained from the last inverse
simulation process. Let x be the newly modified quasistatic shape and X be the corresponding
rest shape to be found. We argue that the transformation from x to X should be similar to the
transformation from x( to Xy. For every tetrahedron, this similarity can be measured by the
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difference between two deformation gradients:
Ej™ = ||D,D;! - DD = [|AX - |, (16)

where A, is the matrix that converts X into the deformation gradient and F;| is the deformation
gradient from x, to X,. We also argue that the tetrahedron should not be too stretched or compressed
from its input shape. This strain limiting condition can be quantified using another energy metric:

Ef™t = ||B,X - p,(B,X)|I%, (17)

in which B, X is the deformation gradient of the tetrahedron from the input shape to X, and p;(B;X)
is its projection after isotropic strain limiting [34]. Finally, we use another energy to keep the
vertices fixed in simulation remain fixed in initialization:

Ef* = (X - XO)Ts(X - X©), (18)

in which X(© is the starting X, and S is a diagonal matrix containing nonnegative fixing weights.
By putting the three energies together, we form an energy minimization problem that finds an

optimal X as: X = arg min {% Y Em 4+ % >, Elimit 4 %Eﬁ"}, which leads to a nonlinear system:
MX =X + 3 (koATF;d + kiBIp ),

(19)
M=$+ 3 (koATA, + kiB]B, ).
t

Here the nonlinearity comes from the dependence of p; on X. The projective dynamics technique [4]
proposes to solve Equation 19 as a linear system multiple times, by treating p, as constant each time.
Projective dynamics is fast not only because M is independent of X and it can be pre-factored by
Cholesky decomposition for less runtime cost, but also because the linear system can be separated
into three for the three coordinates of X. Since the initialization is called repetitively during user
interaction and strain limit violation is uncommon, we found it is sufficient to solve Equation 19 just
once per frame on the CPU. Note that M is symmetric positive definite, so the linear system must
have a solution. Figure 6 reveals the effect of shape initialization on the convergence of Newton’s
method handling the inverse simulation process that follows.

5.2 A Heterogeneous Structure

Based on the initialization method proposed in Subsection 5.1, we present our elastic shape design
system as Figure 7 shows. This system divides the shape design process into two stages. In the
preview stage, the system uses the initialization technique to estimate the other shape from the
modified shape, for real-time preview purposes. Once the user stops editing and the modified shape
converges, the system switches to the simulation stage and runs quasistatic or inverse quasistatic
simulation to obtain the final optimized result.

An interesting feature of our system is that shape modification is performed on the GPU, while
shape initialization is performed on the CPU'. This provides another level of parallelization between
the processors in the preview stage, so they do not need to wait each other. For the armadillo
example, shape modification takes 4.1ms per frame and shape initialization takes 12.6ms per frame
in average. The theoretical upper bound on the speedup caused by CPU-GPU parallelization is 24.5
percent, while the actual speedup we observed from the experiment is approximately 18.0 percent,
due to the overhead of multi-threading. We expect this speedup to be greater in the future, once
the performance of a GPU receives more improvement than that of a CPU.

ILike inverse simulation, shape initialization runs the linear solver on the CPU. It still performs force and matrix evaluation
on the GPU.
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Fig. 7. The system pipeline. When the user performs modification on one shape during the preview stage,
the system utilizes both the CPU and the GPU to initialize the other shape in real time. After that, it runs
quasistatic or inverse quasistatic simulation to reach the final result of the other shape.

6 RESULTS AND DISCUSSIONS

(Please watch the supplemental video for animation examples.) The implementation of our system
uses the Intel MKL PARDISO library and the CUDA library. Our experiment runs on an Intel
Core i7-5930K 3.5GHz processor and an NVIDIA GeForce GTX TITAN X Graphics Card. Table 1
summarized the statistics and the timings of our examples. In each frame, our quasistatic simulator
runs 96 gradient descent iterations for shape modification, or 128 gradient descent iterations for
forward simulation. The other two simulators, i.e., the projective dynamics simulator and the inverse
simulator, run only one Newton iteration in each frame. By default, we choose the neo-Hookean
model for our examples.

Comparison to asymptotic numerical methods (ANM).. To verify the correctness of our inverse
simulator, we compare the visual results with that of an asymptotic numerical method [5] by using
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Preview Costs | Simulation Costs
Name (#vert, #ele) | Before | After | Forward | Inverse
Pegasus (12K, 49K) | 14.9ms | 12.1ms | 12.0ms 15.8ms

Plant (14K, 47K) 14.8ms | 12.1ms | 11.8ms | 15.5ms
Armadillo (14K, 55K) | 16.7ms | 13.7ms | 12.6ms | 20.4ms
Statue (16K, 60K) 19.0ms | 14.7ms | 14.1ms | 23.0ms
Piranha (20K, 73K) | 23.3ms | 17.1ms | 16.9ms | 29.0ms

Table 1. Statistics and timings of our examples. This table summarizes the computational cost per frame
in each stage. Here the two preview costs are the costs before and after implementing our CPU-GPU
parallelization concept.

(a) The target shape (b) Our result (c) The result of ANM

Fig. 8. The plant example. The result of our inverse simulator in (b) is identical to that of the asymptotic
numerical method in (c).

the same example as shown in Figure 8 on both the methods. Our experiments shows that our
simulator can generate its result in 0.6 seconds, while ANM needs 3.5 seconds. Both methods use
the Intel MKL PARDISO library on the CPU. We note that ANM is currently designed for the
neo-Hookean model only.

Each step of ANM can be considered as a combination of three steps: computation of an expansion
coefficient using a linear solver, a residual estimation based on Brent’s method and finally some
(less than 3) Newton Raphson iterations. Because of the first two steps, the guesses are very close to
the actual solution and so few steps are required for convergence. Our method guarantees the same
assumption using the Projective Dynamics based initialization step which is performed only once
at the start of the simulation stage. Additionally note that in our method, we can skip the costly
hessian evaluation step occasionally and a part of the force and matrix computation is offloaded
to the GPU which brings on another layer of parallelism as compared to ANM. A combination of
these factors is responsible for the speed advantage compared to ANM.

Validation by 3D printing. We validate the correctness of our simulation results by 3D printing,
as shown in Figure 1 and 9. In both examples, we use a Stratasys Objet 30 Prime Printer with a
rubber-like tango black material. Since we do not exactly know the physical properties of tango
black, we print the model in the target shape (in Figure 1c) and estimate material parameters
manually from forward simulation. Given these parameters, we run inverse simulation on the
target shape (in Figure 1a) to get the rest shape (in Figure 1b). The printed model in the rest shape
sags to the desired target shape, as shown in Figure 1d. The statue example demonstrates that
our inverse simulator can handle additional loads, which are invariant to the rest shape. In this
example, we treat the input shape as the rest shape in Figure 9a, and run forward simulation to get

Proc. ACM Comput. Graph. Interact. Tech., Vol. 1, No. 1, Article 11. Publication date: May 2018.



Interactive Two-Way Shape Design of Elastic Bodies 11:13

(a) The rest shape (b) The model made in the rest shape

Fig. 9. The statue example. Our inverse quasistatic simulator can successfully recover the rest shape of this
model in (a) from the deformed shape under an additional 500g load shown in (b).

(a) The target shape (b) The rest shape (c) The inverted shape

Fig. 10. The box example. This example reveals that our inverse quasistatic simulation method cannot easily
handle inverted element cases, as shown in (c).

the deformed shape in quasistatic equilibrium as Figure 9b shows. By running inverse simulation
on the deformed shape, our system successfully recovers the rest shape.

Inverted elements. Since many elastic material models do not consider inverted element cases,
researchers developed a variety of techniques to help quasistatic simulation handle inverted ele-
ments in the past. An interesting question is whether these techniques can help inverse quasistatic
simulation handle inverted elements as well. Figure 10 shows the results of a box simulated by our
inverse simulator. When the initialization is completely mirrored, the simulator fails to recover
the mesh shown in Figure 10c, as expected. Unfortunately, techniques that work in quasistatic
simulation, such as clamping the energy or the principal stretches [27, 35], do not work in inverse
quasistatic simulation as far as we have experienced. While this issue can be easily addressed by
placing a strain limit on the initial mesh, we would like to know whether a better solution exists in
the future.

Nonlinear elastic models. Figure 11 demonstrates the capability of our system in handling the
armadillo example under different nonlinear elastic models. In this experiment, we treat the input
shape as the quasistatic shape as shown in Figure 11a. Since our spline-based stVK model [36] is the
most compliant one, its rest shape differs the most from the quasistatic shape as Figure 11b shows.
We note that the original StVK model has little resistance to compression, so we incorporate an
additional volumetric strain energy as proposed in [11]. Figure 11c and 11d show that the results
under the neo-Hookean model and the Mooney-Rivlin model are similar, because the system uses
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(b) The result of spline-based StVK

(c) The result of neo-Hookean (d) The result of Mooney-Rivlin

Fig. 11. The armadillo example. This example compares the rest shape results of our inverse quasistatic
simulator under different nonlinear elastic models.

the same elastic modulus values. The Mooney-Rivlin result looks slightly closer to the quasistatic
shape, due to an additional energy term.

Limitations. Perhaps the biggest limitation of our system is its requirement on the mesh quality.
When the quality of the rest mesh is lower, forward elastic shape design needs smaller step lengths
and more computational time to avoid the divergence issue. Interestingly, the mesh quality also
affects inverse elastic shape design, if the modified mesh leads to a bad rest mesh. For example,
when the user lifts the beam in the quasistatic shape as shown in Figure 12, the top white vertices
will become more squeezed in the rest shape to count against gravity. This will cause oscillation or
even divergence during the transition from the preview stage to the simulation stage, unless we
eliminate the preview stage and always run Newton’s method for inverse simulation. Our solution
to this problem is to relax the fixing weights of the fixed vertices according to their distances to the
free vertices, so that the free vertices do not get squeezed too much. Our experiment indicates that
this solution effectively avoids oscillation or divergence issues.

Other limitations of the system include interruptive transition from the preview stage to the
simulation stage, the need of a balanced workload between the CPU and the GPU, and lower
convergence rates when it deals with stiffer or more nonlinear materials.

7 CONCLUSIONS AND FUTURE WORK

In this paper, we find that inverse quasistatic simulation can be immediately solved by Newton’s
method with a direct solver. Based on this observation, we develop an interactive two-way elastic
shape design system, using a novel shape initialization method and a heterogeneous structure that
utilizes both the CPU and the GPU.

In the future, we will explore better ways to handle inverted elements in inverse quasistatic
simulation and we will improve the performance of our system using other acceleration techniques,
such as multi-grid. We also would like to integrate adaptive remeshing into our system, in case
the user performs significant changes to the rest shape or the quasistatic shape. Finally, we are
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Fig.

To be squeezed

™~

12. A challenging example. When the red vertices are fixed and the white vertices get lifted in the

quasistatic shape, the white vertices must be lifted even more in the rest shape to fight against gravity. This
causes the top white vertices to be squeezed and deteriorates the rest mesh quality.

interested in developing fast simulation systems on other platforms, such as field-programmable
gate array (FPGA).
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