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Interactive Liquid Splash Modeling by User Sketches
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(a) The sketches drawn in a virtual reality environment (b) The front view of the model (c) The side view of the model

Fig. 1. An artistic liquid splash model in the butterfly shape generated by our interactive modeling system. Given captured user sketches in (a) as input, our
system runs a cGAN-based synthesizer to infer a volumetric splash model as output and applies model refinement processes to further improve the model
quality. The whole modeling process is straightforward, intuitive and typically takes only a few minutes even for quality results.

Splashing is one of the most fascinating liquid phenomena in the real world
and it is favored by artists to create stunning visual effects, both statically
and dynamically. Unfortunately, the generation of complex and specialized
liquid splashes is a challenging task and often requires considerable time
and effort. In this paper, we present a novel system that synthesizes realistic
liquid splashes from simple user sketch input. Our system adopts a condi-
tional generative adversarial network (cGAN) trained with physics-based
simulation data to produce raw liquid splash models from input sketches,
and then applies model refinement processes to further improve their small-
scale details. The system considers not only the trajectory of every user
stroke, but also its speed, which makes the splash model simulation-ready
with its underlying 3D flow. Compared with simulation-based modeling
techniques through trials and errors, our system offers flexibility, conve-
nience and intuition in liquid splash design and editing. We evaluate the
usability and the efficiency of our system in an immersive virtual reality
environment. Thanks to this system, an amateur user can now generate a
variety of realistic liquid splashes in just a few minutes.
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1 INTRODUCTION
Liquid splashing, caused by the impact of a liquid flow on a solid
or liquid surface, is a common and fascinating natural phenome-
non in the real world. Artists love to use liquid splashes to create
exquisite images and artworks for various purposes and applica-
tions. But acquiring liquid splash photographs from the real world
is not a simple process, as it requires a photographer to possess
specialized equipment and perform considerable practice [Generico
2017]. On the other hand, the complex and rich details of real-world
liquid splashes, such as irregular droplets, rupturing splash fronts
and capillary waves, make them challenging to model by hand in
3D. Artists can easily spend hours, if not days, on making their
models aesthetically appealing and physically plausible, and they
cannot conveniently reuse their existing splash models for varying
environment setups.

Since the birth of physics-based fluid simulation, computer graph-
ics researchers have been investigating the use of physics-based
simulation techniques to model complex liquid phenomena, includ-
ing liquid splashing. While they have obtained a series of successes
in the simulation of thin liquid features [Da et al. 2016; Gao et al.
2018; Wojtan et al. 2010], their techniques are still computationally
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expensive and not ready for interactive design. What makes the
problem even more challenging is: how to achieve splash shapes with
specific effects, such as those in Fig. 1 and 13. Due to the complexity
of fluid dynamics, setting up the initial simulation condition by hand
for specific effects is tedious and time consuming, as it can take a lot
of trials and errors. In the past, researchers tried to tackle this prob-
lem by solving space-time optimization [Pan and Manocha 2017;
Thürey et al. 2009; Treuille et al. 2003], under the assumption that
sufficient target shape or flow information has been given. Their
solutions are more suitable for directable fluid animation than liquid
shape modeling. After all, if our goal is to model static liquid shapes
only, why cannot we just do it right away and what is the point of
running simulation from scratch?
In this paper, we focus our research on the development of a

novel system that allows users, including both amateurs and pro-
fessionals, to conveniently and interactively create their 3D liq-
uid splash models from simple sketches, without addressing every
single shape detail. We are specifically interested in using depth-
augmented devices, e.g., VR handheld controllers, to capture user
strokes. Compared with other ways of acquiring strokes, depth-
augmented devices have a unique advantage in obtaining the 3D
trajectory and the 3D velocity at the same time, the latter of which
is important to liquid shape control as shown later in Subsection 4.3.
As those devices become more accurate and accessible in the future,
we believe that our system can be ready for its potential applications.
To efficiently synthesize splash shape models from user input, we
employ conditional generative adversarial networks (cGANs) [Mirza
and Osindero 2014], which have demonstrated their powers in syn-
thesizing images [Isola et al. 2017], terrains [Guérin et al. 2017],
super-resolution fluid flows [Xie et al. 2018] and many more. In our
system, the input to the generator network, i.e., the condition, is
a set of user strokes, and the output is a volumetric liquid splash
shape model coupled with its underlying flow. Toward the develop-
ment of this system, we solve a series of technical problems and we
summarize our contributions as follows.

• Data representation and preparation. Different from previ-
ous sketch-based modeling techniques [Delanoy et al. 2018;
Li et al. 2017, 2018] that define sketches as silhouettes and
curvature lines on surfaces, our system defines sketches as
underlying streamlines, i.e., the paths traced out by immersed
particles moving within the flow. Based on this representa-
tion, we present our data preparation process that extracts
streamlines as user strokes from simulated volumetric fluid
data suitable for training.

• The data set and the synthesizer. Using physics-based fluid
simulation, we build a large data set that contains more than
10,000 liquid splash models with extracted streamlines. We
use this data set to train our cGAN-based synthesizer and
we demonstrate its effectiveness in inferring a wide range of
liquid splash shapes.

• Physics-inspired model refinement. One challenge in this
research is how to generate rich details comparable to those
in real-world splashes. To address this challenge, we intro-
duce a physics-inspired model refinement component into the
system. It consists of a particle-based process that enriches

models with additional liquid droplets and a mesh-based pro-
cess that refines models for small-scale capillary waves.

We implement our interactive system and evaluate its usability in
an immersive virtual reality environment, using an Oculus Rift S
VR gaming headset for display and motion input. Our experiment
demonstrates the capability and the efficiency of this system in
generating a variety of liquid splash models, including those with
desired specific effects as shown in Fig. 1 and 13. Since our splash
model contains a velocity field representing the underlying flow,
we can use the model immediately for further refinement and ani-
mation production without resorting to additional tools for velocity
initialization, as shown in Fig. 16 and 17. This feature is of particu-
lar importance to future liquid splash applications, which demand
finished high-quality results.

2 RELATED WORK
2.0.1 Sketch-based 3D modeling. The idea of using 2D or 3D

sketches to facilitate 3D modeling has a long history in computer
graphics research. The early work by Cohen et al. [1999] used the
sketched 2D projection and shadow of a curve to determine its
shape in 3D. Igarashi et al. [1999] studied the construction of 3D
polygonal surfaces from 2D silhouette drawings. Nealen et al. [2007;
2005] proposed to draw sketches on mesh surfaces as control han-
dlers for meshing editing. Schmidt and Singh [2008] adopted a tree
data structure for non-destructive surface editing by sketches. Lee
and Funkhouser [2008] used sketches to search and composite 3D
models. Gingold et al. [2009] combined 2D sketches with additional
annotations for resolving ambiguities in 2D-to-3D mapping. Rivers
et al. [2010] used multi-view silhouettes to create CSG models.

In recent years, researchers have been actively exploring the use
of machine learning techniques in sketch-based modeling. Xu et
al. [2013] treated sketches as a tool for retrieving and modeling
common indoor objects in 3D. Huang et al. [2016] applied neural
networks to build a mapping from sketches to the space of param-
eterized 3D models. De Paoli and Singh [2015] proposed to build
layered 3D models by 2D sketches. Guérin et al. [2017] studied
the use of conditional generative adversarial networks (cGANs) in
sketch-based terrain modeling. Delanoy et al. [2018] used convolu-
tional neural networks (CNNs) to predict the occupancy of a voxel
grid from sketches. Li et al. [2018] suggested the use of an interme-
diate CNN layer and additional add-on sketches for effective shape
modeling.

2.0.2 Directable fluid simulation. How to control physics-
based fluid simulation for achieving desired effects is an interesting
yet challenging problem. Foster and Metaxas [1996] applied varying
pressure controllers to control fluid animation. Shi and Yu [2005],
Nielsen and Bridson [2011], and Raveendran et al. [2012] investi-
gated how to guide fluid simulation by pre-defined target shapes.
Rasmussen et al. [2004] and Thürey et al. [2009] proposed to modify
fluid velocities by control particles. In general, fluid control by key
frames can be formulated and solved as a space-time optimization
problem [McNamara et al. 2004; Pan and Manocha 2017; Treuille
et al. 2003], which requires considerable computational costs. Huang
et al. [2011] and Nielsen and Bridson [2011] pushed the problem
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Fig. 2. The system workflow. Our system takes user sketches as input and runs a model synthesis component (in orange) and a model refinement component
(in green) to generate 3D liquid splash models.

further, aiming at matching high-resolution simulation with low-
resolution preview simulation. In the past, researchers have also
investigated fluid simulation control by post-editing [Manteaux
et al. 2016; Pan et al. 2013], or the composition of simulated se-
quences [Raveendran et al. 2014]. Recently, Zhu et al. [2011] and
Hu et al. [2019] studied 2D fluid animation by sketches.

2.0.3 Data-driven fluid simulation. Our research is also re-
lated to data-driven fluid simulation techniques, especially those
based on machine learning. Ladickỳ et al. [2015] proposed to use
regression forests to predict particle movements within a large time
step, for fast particle-based fluid simulation. Chu and Thürey [2017]
trained a CNN for local flow feature descriptors and used it for syn-
thesizing details in smoke simulation, by matching and transferring
pre-computed space-time regions. Tompson et al. [2017] also trained
a CNN, but treated it as a faster linear solver for pressure projection
in Eulerian fluid simulation. Kim et al. [2019] trained a CNN as
a generative model for interpolation and time integration of fluid
simulation in the latent space, after parameterizing the velocity field.
Umentani and Bickel [2018] took a data-driven approach to estimate
fluid flows around obstacles for interactive aerodynamic design.
Wiewel et al. [2019] trained LSTM networks to predict pressure field
changes over time.
Our research is particularly related to the recent work by Xie,

Um, Thürey and their collaborators. They used cGANs to enrich
a single frame of coarse smoke simulation [Xie et al. 2018], and
more recently, learned a neural network model for adding splash
droplets into existing liquid simulation [Um et al. 2018]. Our work
also uses cGANs and synthesizes splash details, but without coarse
simulation.

3 OVERVIEW
Fig. 2 illustrates the workflow of our interactive liquid splash model-
ing system. The system consists of two major components: a model
synthesis component by neural networks and a model refinement
component for detail enrichment. Before we discuss them in Sec-
tion 4 and 5, we will briefly examine the system in this section.
To begin with, the system asks a user to draw through a depth-

augmented input device, such as hand tracking glove or VR con-
troller. The device tracks every user stroke and stores it as a polyline.
The system then voxelizes all of the input strokes onto a uniform
grid, covering the sketch domain around the user. Given the vox-
elized sketch data as input, our trained cGAN-based synthesizer

produces two fields as output: a scalar field representing the proba-
bilistic occupancy of liquid volume, and a velocity field representing
the underlying liquid flow. The system can then apply the marching
cube method to reconstruct a surface mesh from the scalar field,
or treat the two fields as the initial condition for further editing
and simulation. Thanks to the efficiency of our model synthesis
component, the user can edit the sketches and check the result
interactively, until he/she becomes satisfied.
One issue associated with the synthesis component is that it

can miss fine details, as shown in Fig. 10a and 12a. We cannot
address this issue by simply using higher grid resolution, since
that would significantly increase memory and computational costs.
Insteadwe strengthen our system by amodel refinement component,
which includes a particle-based process for adding extra droplets
(in Section 5.1) and a mesh-based process for producing capillary
surface waves (in Section 5.2). Fig. 10 to 13 demonstrate the effect
of this model refinement component.

4 SPLASH MODEL SYNTHESIS
In this section, we would like to discuss the sketch-based liquid
splash model synthesis component based on deep neural networks.
We first present the streamline representation of a liquid splash
model that simulates user sketches in Subsection 4.1. In Subsec-
tion 4.2, we discuss the process of data generation and preparation
for training our neural networks. Finally, in Subsection 4.3, we de-
scribe the cGAN-based synthesizer that takes voxelized sketch input
to generate volumetric occupancy and velocity output.

4.1 Streamline Representation
The first and foremost question we have to answer is: what do
sketches mean with respect to liquid splash models? Existing sketch-
based shape modeling approaches [Delanoy et al. 2018; Li et al. 2017,
2018] typically define sketches as feature and contour curves on
surfaces. While this representation is suitable for modeling solids,
we found it to be problematic for modeling liquid splashes. The key
reason is because liquid splashes are often in complex shapes and it
would be impractical and non-intuitive for the user to outline surface
shapes as sketches. To solve this problem, we propose not to consider
liquid splashes merely as shapes, but as the outcomes of fluid flows.
Specifically, we treat user sketches as representative streamlines,
which are widely used as descriptors in flow visualization [Lim
and Smits 2000]. As the user sketches, the device tracks his/her
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movement and records every stroke as a polyline, defined by a
number of connected sample points. At every sample point, we store
both its position and its velocity, the latter of which is controlled
by the user’s movement speed. In this way, the user sketches the
streamlines of an underlying fluid flow, while the system finishes a
liquid splash model as discussed next.
To represent different liquid splashes, we need different num-

bers of polylines, made of different numbers of sample points. This
causes inconsistency within the polyline-based streamline repre-
sentation for training and synthesis. To solve this issue, we convert
the polyline-based representation into the volumetric representa-
tion. Given a uniform 3D grid covering the sketch domain around
the user, we voxelize every sketched polyline onto the grid. The
voxelized result contains two fields: a scalar field representing the
binary occupancy of the polylines within each grid cell; and a ve-
locity field representing the streamline velocities. We treat such
voxelized sketch data as input to our synthesizer for both training
and synthesis next, as shown in Fig. 6.

4.1.1 The mapping from strokes to splashes. We would like to
emphasize that there can be many liquid splash shapes under the
same liquid flow. The streamline representation is also not unique,
nor sufficient to determine the liquid flow uniquely. Therefore, the
mapping from user strokes to liquid splashes is not one-to-one,
but many-to-many. This is why we choose to use a conditional
generative model as discussed in Subsection 4.3, which treats user
strokes, not as a unique descriptor, but as conditional guidance
during the model synthesis process.

4.2 Data Acquisition by Physics-Based Simulation
Tomake our synthesizer capable of generating a wide range of liquid
splashes from various input sketches, we need a large training data
set with quality and diversity. In this subsection, we will first present
the generation of fluid data using physics-based simulation. Then
we will describe our data preparation process that converts raw
fluid data into a training data set.

4.2.1 Data generation. Since it is impractical to obtain such
a large data set from hand-drawn sketches and shapes, we resort
to physics-based fluid simulation. Our simulator adopts the Fluid-
Implicit-Particle (FLIP) method [Brackbill et al. 1988; Zhu and Brid-
son 2005], which is a hybrid method that uses both Lagrangian
particles and Eulerian grids in simulation. In general, any volumet-
ric fluid simulator should be capable of serving the data generation
purpose here.
In every simulation scene, we eject a short liquid streamlet to-

ward a solid obstacle and we store the simulated frames 0.05 to
0.5 seconds after the impact, during which most of the interesting
splashes appear as our experiment shows. To improve the diversity
of our data set, we allow a large number of initial conditions to
be random variables, including the length (from 0.05m to 0.25m),
the radius (from 0.005m to 0.050m) and the initial velocity (from
0.5m/s to 5.0m/s) of the streamlet, the shape and the size of the solid
(selected from sphere, cube, cylinder and cone), and the impact loca-
tion parameterized by the displacement between the streamlet and
the solid. We choose not to include randomized liquid-liquid impact

Fig. 3. A subset of liquid splash shapes in our data set. Our system uses
physics-based fluid simulation to generate those shapes, by ejecting short
liquid streamlets toward solid obstacles in different shapes. The simulation
runs on an Eulerian grid with 256 × 256 × 256 cells.

events1 into our scenes, because most of their splashes are short-
lived, dispersed, and can be represented by those in the existing
scenes already.

We simulate 1,021 randomized scenes and we set the simulation
grid resolution to 256 × 256 × 256, which provides an acceptable
balance between the simulation accuracy and the simulation time.
In total, it takes 204 hours for our simulator to finish all of the scenes
on a single workstation, or 12 minutes per scene. After that, we
manually select 8 to 16 frames in every scene as the representative
ones for our data set. To facilitate this manual process, we develop a
tool that automatically filters out similar frames after every selection.
Compared with the raw data set that includes every frame and the
sampled data set that includes one frame within a certain time
interval, our data set is much more compact yet representative as
we found in our experiment. In total, the data set contains 11,843
simulated frames, each of which is a snapshot of the simulation
status stored in a uniform grid. Fig. 3 shows a subset of simulated
liquid shapes in our data set.

4.2.2 Data preparation. Given the volumetric fluid data gen-
erated by our simulator, we must extract their streamlines next as
stroke input to our networks for training purposes. By definition, a
streamline is the path traced out by a massless particle as it moves
within the flow. Let u(p) be the flow velocity at a 3D location p. The
streamline starting from a seed point p0 is an integral curve:

p(t) = p0 +
∫ t

0
u(p(s))ds . (1)

Our streamline extraction algorithm uses a uniform seeding strat-
egy [Liu et al. 2006b] to determine the placement of each seed point,
1Another reason is because we focus our research on low-viscosity liquids, especially
water. Liquid-liquid impact events can be useful in exhibiting the viscous behaviors of
high-viscosity liquids, but they are beyond the scope of this work.
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(a) Before clustering (b) After clustering

Fig. 4. Streamlines extracted from a simulated splash shape. After we gen-
erate densely sampled streamlines as shown in (a), we apply hierarchical
clustering to find those representatives ones, as shown in (b). We consider
them to be the strokes the user is likely to draw.

and then traces the point forward with a small step size to calculate
discrete streamline sample locations, until the streamline reaches
a given length, leaves the specified domain, or forms a loop. The
result is a set of densely sampled streamlines as shown in Fig. 4a.

However, we cannot treat every calculated streamline as a stroke,
because there are too many for the user to draw in reality. To solve
this problem, we assume that the user draws those representa-
tive ones as shown in Fig. 4b and we apply hierarchical cluster-
ing [Rokach and Maimon 2005] to discover them from bottom to
up: we assign every streamline with its own cluster initially and
we merge two similar clusters into one repetitively, until the re-
maining number of clusters drops below a certain threshold. We
use the Hausdorff distance as the similarity measure between two
clusters. Since the number of strokes the user can draw depends on
his/her willingness, we treat the threshold on the cluster number as
a random variable from 5 to 20, and we generate multiple streamline
data from the same simulated volumetric shape. This is a cheap way
for us to augment our data without running more simulations.

4.2.3 Data alignment. Free-falling splash models are intrin-
sically invariant to rigid transformation2 and there is no need for
the synthesizer to learn such transformation. Even if it can learn,
it would require extensive data augmentation. Because of that, we
propose to eliminate rigid transformation in our data through a rigid
alignment process. To do so, we first apply principal component
analysis on the set of streamlines to calculate its local coordinate
system. Using this local coordinate system, we then transform the
whole model, including both its streamlines and its volumetric data,
from the world space to the local space as shown in Fig. 5. Trans-
forming the volumetric data requires us to resample the grid at the
same resolution. Thanks to data alignment, our training process
now works in a space invariant to rigid transformation, which is
much smaller than before. We note that since our synthesizer is
trained for aligned models, we must transform input strokes to the

2Splash models are variant to non-rigid transformation, especially scaling. This is
mostly due to surface tension affected by the scale.

(a) The model in the world space (b) The model in the local space

Fig. 5. A splash model in the world space and the local space. We perform
data alignment to convert every splash model from the world space to the
local space, so that the aligned model spans a smaller space for training our
deep neural networks.

G D

x G(x)

y

x
D

fake

real

(a) The generator, whose result should be classified by the discriminator as “fake”

G D

x G(x)

y

x
D

fake

real

(b) The discriminator

Fig. 6. A cGAN network. In the training process of a cGAN network, the
discriminator D is trained to classify synthesized results from simulated
examples, while the generator G is trained to fool the discriminator. The
discriminator and the generator are trained jointly.

local space and transform the synthesized output back, before and
after online modeling synthesis.

4.3 A cGAN-based Synthesizer
Our synthesizer is based on conditional generative adversarial net-
works (cGANs) [Isola et al. 2017; Xie et al. 2018]. A cGAN is a
conditional generative model that learns a mapping from input x
and random noise vector z to output y: {x, z} → y . Like regular
generative adversarial networks (GANs), a cGAN consists of two
network components: a generator G and a discriminator D. Let
LcGAN (G,D) be the objective function of a cGAN:

LcGAN (G,D) = Ex,y[logD(x, y)]+Ex,z[log(1−D(x,G(x, z)))], (2)

and LL1(G) = λL1Ex,y,z[∥y −G(x, z)∥1] be an additional L1 loss
term [Isola et al. 2017] for keeping the generator output close to the
ground truth. The goal of a cGAN is to find the generatorG∗ that
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(a) Low stroke velocity (b) High stroke velocity

Fig. 7. Synthesized results with different stroke velocities. This figure shows
that the stroke velocity is important to splash modeling by our synthesizer.
In general, the shape is more ruptured under low stroke velocity as shown
in (a), and it remains more like a thin sheet under high stroke velocity as
shown in (b). These results are expected, since liquid thin features do not
last long in the real world and they are more likely to form at high speed.

solves the following optimization problem:

G∗ = argmin
G

max
D

{
LcGAN (G,D) + LL1(G)

}
. (3)

Intuitively, G and D play a two-player minmax game, during which
G tries to minimize the overall objective whileD tries to maximize it.
This game betweenG andD continues, till they reach an equilibrium
state eventually.

Similar to [Isola et al. 2017], we choose U-Net [Ronneberger et al.
2015] but with 3D convolution as the architecture of our generator,
as shown in Fig. 6. This generator is an encoder-decoder network.
In the encoding stage, a stack of fully convolutional layers progres-
sively reduce spatial resolution and increase feature dimensionality.
After that, the generator reverses the process in the decoding stage
to recover spatial resolution. The network uses additional skip-
connections to link the decoder layer and the encoder layer with
the same resolution. Skip-connections help pass low-level input
features to output by circumventing the bottleneck of information
flow. In our system, we set the filter size as 4× 4× 4 and the number
of feature channels in the successive layers as 64, 128, 256, 512, 512,
512, and 512. To form the network of our discriminator, we use
four convolutional layers with leaky ReLU activation and a fully
connected layer for final output.

To implement the synthesizer for generating liquid splash models,
we treat the voxelized sketch data in Subsection 4.1 as input x and
the volumetric splash model as output y. Similar to [Isola et al. 2017],
we provide the random noise in the form of dropout in training and
synthesis processes. In our system, x and y are in the same 128 ×
128 × 128 grid resolution, both of which contain two fields: a scalar
field representing the occupancy and a velocity field representing
the underlying flow. Due to the memory limit, this resolution is
lower than the resolution of the original simulation data in our data
set as discussed in Subsection 4.2.1, which needs down-sampling
before use. In total, the dimensionality of x and y is 128×128×128×4.
We note that both the stroke trajectory and the stroke velocity are
important to liquid splash modeling and they provide the user more
controllability. Because of that, we should generate the shape and
the flow jointly using a single synthesizer, rather than two separate

(a) Ground truth (b) Our result

(c) Ground truth (d) Our result

Fig. 8. Our synthesized results in comparison with the ground truths gen-
erated by simulation. This figure shows that our synthesizer has sufficient
accuracy in predicting the liquid splash shapes from the strokes.

Table 1. Quantitative evaluation of our system by four accuracy metrics.
This table also evaluates our systemwith different λL1 values, in comparison
with a baseline U-Net model.

Model IoU TPR FPR Hausdorff

Ours ( λL1 = 10) 0.628 0.721 0.0031 21.5mm
Ours (λL1 = 100) 0.735 0.816 0.0013 9.5mm
Ours (λL1 = 1000) 0.713 0.791 0.0017 10.5mm

U-Net 0.685 0.768 0.0026 16.0mm

Ours (after refinement) 0.733 0.817 0.0015 9.6mm

ones. Fig. 7 compares our splash results when the synthesizer takes
the same user stokes but with different velocities as inputs.

4.3.1 Training networks. To train the networks, we use the
TensorFlow framework and the Adam optimizer [Kingma and Ba
2015] with a learning rate of 10−4. We set the batch size to two,
which is the highest we can get within the memory limit. Our
training process uses batch normalization [Ioffe and Szegedy 2015]
and dropout [Srivastava et al. 2014] for regularization. In total, it
takes 235 hours to finish 120 epochs on a single workstation.

4.3.2 Accuracy analysis. Our test data set includes 3,261 frames
selected from 307 newly simulated scenes. We use our synthesizer to
model liquid splash shapes from extracted strokes and compare them
with simulation results as ground truths. In general, our synthesizer
can predict the overall liquid shapes reasonably well, although it
tends to lose some fine details as shown in Fig. 8. Table 1 provides
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(a) The original result (b) New result A

(c) New result B (d) new result C

Fig. 9. Our new results synthesized after adding new strokes (in yellow), in
comparison with the original result of using existing strokes (in red). This
figure indicates that our results are coherent through the sketching process.

quantitative evaluation of our system by four accuracy metrics: the
intersection over union (IoU) on the occupancy grid, and the true
positive rate (TPR) and the false positive rate (FPR) of each voxel,
and the Hausdorff distance between our result and the ground truth.
In addition, Table 1 evaluates our system with different λL1 values,
in comparison with a baseline U-Net model. It indicates that a suit-
able L1 loss term is important to the accuracy of our system, while
our system outperforms the base line model most of the time.

4.3.3 Sensitivity analysis. To evaluate the sensitivity of our
synthesizer with respect to stroke input, we design another ex-
periment that compares our synthesized results before and after
adding new strokes (in yellow), as shown in Fig. 9. Since our synthe-
sizer takes all of the strokes together as input, adding a new stroke
causes the whole liquid splash shape to change as expected. Fortu-
nately, our results still exhibit sufficient overall coherence through
the sketching process, which is important for the user to perform
sketch-based design in a controllable way. If the user really wants
to keep a new stroke from affecting other splash parts, a natural
solution is to design the model in pieces. For example, each butterfly
wing in Fig. 1 is created as a single liquid splash.

5 SPLASH MODEL REFINEMENT
Real-world liquid surfaces often exhibit complex small-scale details.
Unfortunately, our synthesizer alone has difficulty in producing
rich small-scale details for two reasons. First, the training of our
synthesizer uses physics-based simulation data, which do not con-
tain as many details as real-world splashes do due to their intrinsic
limitations [Gao et al. 2018; Um et al. 2018; Wojtan et al. 2010].
Second, the synthesizer can cause further detail losses as shown
in Subsection 4.3.2, due to coarse grid resolution and imperfect
neural networks. Motivated by recent research on enriching liquid
animation with particles [Ihmsen et al. 2012; Roy et al. 2020] and

(a) Before refinement (b) After refinement

Fig. 10. The surface mesh results before and after running the particle-based
refinement process. This process uses liquid and air particles to improve
surface details near splash fronts, as shown in (b).

waves [Canabal et al. 2016; Jeschke and Wojtan 2017; Kim et al.
2013; Mercier et al. 2015], we would like to enrich synthesized liquid
splashes with small-scale details as well. A unique challenge we
face here is a lack of dynamic information, since we are dealing
with static shapes, not animation sequences. Therefore we propose
to formulate our model refinement processes in a physics-inspired
fashion.

5.1 Particle-Based Refinement
The key idea behind our particle-based refinement process is to use
particle-based fluid simulation to enrich or trim the synthesized
liquid splash model. Let ϕ(q) be the scalar field and u(q) be the
velocity field produced by our synthesizer in Section 4. We first
apply stratified random sampling to select a set of sample points
{qi }, such that every point qi satisfies:

ϕair ≤ ϕ(qi ) < ϕair+ϕband,


∇2u(qi )



α ·



∇ ·

(
∇ϕ(qi )
∥∇ϕ(qi )∥

)



β ≥ γ ,

(4)
where ϕair is the scalar threshold specifying the air-liquid interface,
ϕband is the interface sampling bandwidth, α and β are the exponen-
tial variables, and γ is the sample selection threshold. Essentially,
the second part of Eq. 4 provides the metric for choosing sample
points in turbulent and curved regions, where surface ruptures are
likely to occur and liquid droplets are likely to appear. We use fi-
nite differencing [Osher and Fedkiw 2003] to evaluate Eq. 4. We
then generate 100 to 400 blue noise particles around every sample
point by the dart throwing algorithm [Cook 1986], obtain initial
particle velocities from the velocity field, and run position-based
fluid simulation [Macklin and Müller 2013] to simulate those par-
ticles slightly forward in time. We treat those simulated particles
as missing droplets caused by early ruptures at splash fronts and
we voxelize them to the two fields, so that they can naturally merge
with the bulky volume. Fig. 10 compares reconstructed surface mesh
results before and after this particle-based refinement process, and
Fig. 11 demonstrates how this process improves the visual quality
of a milk skirt example. We note that the use of particle-based sim-
ulation is to keep those particles together under surface tension as
a single droplet. Without it, advected particles disperse after they
leave the bulky volume.
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Fig. 11. A milk skirt example. In this example, the user draws strokes to
create two milk skirts in different configurations dressing the same dancing
sculpture model. We apply particle-based refinement only in this example.

The described process so far is for adding extra droplets to the syn-
thesized model. To make the splash front more rupture-like, we also
provide an inverse process for removing front regions. Basically, we
pick random sample points in air: ϕair − ϕband ≤ ϕ(qi ) < ϕair, gen-
erate air particles around them, and then simulate them backward
with interpolated velocities from the field. After that, we voxelize
those particles and carve the scalar field ϕ accordingly.

5.2 Mesh-Based Refinement
Our system offers an optional refinement process, after the liquid
mesh gets reconstructed from volumetric output. The purpose of
this process is to generate capillary waves, which are triggered at
splash fronts and propagated by surface tension as shown in Fig. 12d.
The reason we perform this refinement on meshes, rather than on
particles [Yang et al. 2016], is because wave seeding and propagation
is more straightforward to implement on meshes.

(a) Before refinement (b) After refinement

(c) A closeup view (d) A photograph

Fig. 12. The surface mesh results before and after refinement. The mesh-
based refinement process generates capillary wave effects near splash fronts,
as shown in (b) and (c). The system allows the user to control these waves by
various simulation variables. The inset image in (a) shows the user strokes.

5.2.1 Wave seeding. Our first question is: where do capil-
lary waves start? When enriching a simulation sequence, Yang
et al. [2016] initialized capillary waves as surface tension energy
changes. Unfortunately, we cannot do the same thing here, since
we are dealing with a static surface mesh. Instead we generate cap-
illary waves near high curvature regions, and similar to [Liu et al.
2006a], we assume that they are sinusoidal. Let ρti be the wave in-
tensity of vertex i at a pseudo time instant t . We calculate ρ̂t+∆ti ,
the initialization of ρt+∆ti at time t + ∆t by:

ρ̂t+∆ti = ρti + κi (sin(ωt + ω∆t) − sin(ωt)) , (5)

in which ∆t is the pseudo time step, ω is the wave frequency con-
stant, κi is the mean curvature and ρ̂0i = 0. We note that κi can be
negative at vertex i near concave fronts.

5.2.2 Wave propagation. Similar to [Yang et al. 2016], we
model capillary wave propagation by the acoustic wave equation:

d2ρ

dt2
= c2wave∇

2ρi , (6)

in which cwave is the wave speed. To solve this equation, we intro-
duce another variable Ûρi representing the wave intensity changing
rate at vertex i . We then use Leapfrog integration to update ρi and
Ûρi : {

ρt+∆ti = ρ̂t+∆ti + ∆t Ûρti ,

Ûρt+∆ti = ζ Ûρti + ∆tc
2
wave∇

2ρt+∆ti ,
(7)

where ζ is the damping coefficient. We use the discrete Laplacian
operator to discretize and solve Eq. 7. To ensure numerical stability,
we need a sufficiently small pseudo time step ∆t that satisfies the
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Fig. 13. A wine heart example. In this example, the user creates a heart-
shaped liquid splash as if it was wine pouring out of a bottle. This model
is made of two splashes: the streamlet and the heart. Particle-based and
mesh-based refinement processes improve the visual quality of this example.

underlying CFL condition. In our experiment, we simply reduce ∆t
until the simulation becomes stable.

5.2.3 Wave simulation and mesh update. Given the presented
wave seeding and propagation methods, we run wave simulation
over the reconstructed mesh for a short period of time and use the
wave intensity to adjust the position of every vertex in its normal
direction. In practice, we often have to subdivide the reconstructed
mesh ahead of time, so that the resolution can be high enough for
modeling discretized waves. The pseudo simulation time controls
how far capillary waves travel: the longer the simulation is, the
farther the waves reach. Fig. 12 and 13 compare the mesh results of
two examples before and after mesh-based refinement.

We note that capillary waves are not so noticeable at a large scale.
Even at a small scale, the number, the magnitude and the frequency
of capillary waves vary dramatically from liquid to liquid, according
to liquid physical properties. Our system asks the user to decide the
use of the mesh-based refinement process as part of model design
choices, through the adjustment of wave simulation variables.

5.3 Quantitative Analysis
Table 1 also quantitatively evaluates our refinement result in com-
parison with the ground truth by the four metrics, using the same

Table 2. The parameters and their values used by model refinement.

Label Meaning Value

ϕair Air-liquid interface threshold 0.5
ϕband Air-liquid interface bandwith 0.4

α The first exponential variable 2 to 8
β The second exponential variable 2 to 8
γ Sample selection threshold By user

ω Capillary wave frequency 1 to 10Hz
cwave Capillary wave speed 0.1 to 1.0m/s
ζ Capillary wave damping coefficient 0.9

refinement parameter values in Fig. 13. It shows that the use of our
refinement processes increases both TPR and FPR, while decreases
IoU. This outcome is expected, because our refinement processes
tend to add volume to synthesized splash shapes. But overall, the
influence of refinement processes on the result by these metrics is
small, thanks to those small-scale shape changes only.

6 RESULTS
We implement our interactive system and test it on an Intel Core
i7-5930K 3.5GHz CPU and an NVIDIA GeForce GTX TITAN X GPU.
Our system uses an Oculus Rift S VR gaming headset for displaying
the virtual reality environment and its handheld motion controller
for sketch input. The total computational time of the splash model
synthesis component, including both the network inference time and
the mesh reconstruction time, is under 0.2s. Therefore, the user can
examine the result and edit his/her strokes interactively on the fly,
until he/she is satisfied with the result. After that, the user can apply
the offline splash model refinement component provided by our
system to improve splash shape details. The total computational time
of the refinement component is between 0.2s and 0.4s, depending on
the particle number and the mesh resolution. Table 1 summarizes
the parameters and their values used by model refinement.

6.1 Special Effects
The user can also apply our system to create desired special splash
effects. Fig. 1 shows two liquid butterflies composed of multiple
liquid splashes, and Fig. 13 shows a heart-shaped splash as if it
was formed by pouring wine. In the past, a photographer needs to
composite multiple photographs to create image results with similar
special effects. In our system, the user can interactively draw many
sets of strokes for multiple splashes and check the overall model
result on the fly. Fig. 11 demonstrates a milk skirt example, which
provides two milk skirts dressing a dancing human sculpture. The
user draws different strokes to control skirt shapes. Finally, Fig. 14
and 17 show liquid splashes in alphabetic shapes, intentionally
designed by our user.

6.2 Comparison with Photographs
To test the capability of our system in generating specific liquid
splash shapes, we ask the user to draw strokes that match with the
shapes in photographs from Fig. 15d to 15f and we run our system
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(a) Splash "A" (b) Splash "B" (c) Splash "C"

Fig. 14. Wine splashes in alphabetic shapes. The user creates those quality
shapes by drawing only two to five strokes.

(a) Our result (b) Our result (c) Our result

(d) Photograph (e) Photograph (f) Photograph

Fig. 15. Our results in comparison with photographs. Our system allows
the user to create liquid splashs in different shapes, as shown from (a) to (c).
The user controls splash shapes by stroke trajectories and stroke velocities.

to obtain the results shown from Fig. 15a to 15c. As discussed in
Section 5, it is difficult for our system to provide as many rich
details as in photographs. But in general, our results are consistent
with user expectations and they can serve as pre-visualization for
additional editing and refinement. We note that setting up the initial
environment by hand for specific shapes is difficult in both the real
world and the virtual world.

6.3 Physics-Based Fluid Animation
Compared with splash photographs in 2D and manually modeled
shapes in 3D, our splash model has a unique advantage: it contains
both the shape and the velocity. Therefore we can treat the model as
the initial condition and run physics-based simulation immediately,
without resorting to additional tools for injecting the initial velocity.
In Fig. 16, we show the animation result of a milk crown after
a streamlet hits a bulky liquid volume, by treating our model in

(a) Frame 1, without the initial velocity (b) Frame 1, with the initial velocity

(c) Frame 10, without the initial velocity (d) Frame 10, with the initial velocity

(e) Frame 20, without the initial velocity (f) Frame 20, with the initial velocity

Fig. 16. An animated milk crown example without and with the initial
velocity. Without the initial velocity, the milk crown quickly collapses under
gravity as shown in (a), (c) and (e). With the initial velocity, the splash moves
forward in the splash front direction as shown in (b), (d) and (f).

Fig. 16b as the initial frame. In Fig. 17, we show the animation result
of a specifically designed liquid splash in the “S” shape, by treating
our model in Fig. 17b as the initial frame. Without the synthesized
velocity field, the results would be inconsistent with the expected
splash events, as shown in Fig. 16 and 17.

We note that the synthesized velocity field may not be divergence-
free and it may not preserve the liquid volume. Fortunately, this is
not a practical issue in animation production, since the divergence
of the velocity field is quickly eliminated by pressure projection in
the next time step. For applications that do require divergence-free
velocity field inputs, we can post-process the synthesized velocity
field by pressure projection as well.
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(a) Frame 1, without the initial velocity (b) Frame 1, with the initial velocity

(c) Frame 20, without the initial velocity (d) Frame 20, with the initial velocity
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Fig. 17. An animated “S” example without and with the initial velocity.
Without the initial velocity, the liquid splash in the “S” shape falls straight
into the surface as shown in (a), (c) and (e). With the initial velocity, the “S”
splash expands as shown in (b), (d) and (f).

6.4 User Studies
We conduct two user studies to evaluate the visual quality and the
usability of our system.

6.4.1 Visual quality evaluation. To evaluate the visual result
quality of our system, we use Google Forms to recruit seven male
and seven female users, whose ages range from 21 to 63 and whose
education levels are from high school diploma to Doctoral degree. In
this study, we present two splash images to each user every time, one
generated by physics-based simulation and one generated by our
system, and ask each user to decide which one looks more visually
plausible. In total, we give each user 16 image pairs to choose from.
The study shows that the simulation result is chosen over our result
55.8 percent of the time, while our result is chosen 44.2 percent of
the time. This experiment shows that although our result is different

from the simulation result, mostly due to fewer small-scale details,
we can still consider it to be visually plausible overall.

6.4.2 Usability evaluation. Next we evaluate the usability of
our system in an immersive virtual reality environment and we
compare it with other modeling tools, i.e., the X-Particles system by
Cinema 4D and the mesh sculpting system by Maya and ZBrush. We
recruit eight users, who have five-year 3D modeling experience on
average. In this study, we ask the users to design a liquid splash in the
“S” shape. Using our system, they can interactively and conveniently
model their splashes within one minute, as shown in Fig. 18a. The
simulation-based particle system is also easy to use, but due to a lack
of intuitive connection between initial conditions and simulation
outcomes, it is difficult to obtain satisfactory results as shown in
Fig. 18b. On average, the users spend 20 minutes with this tool.
Finally, the mesh sculpting system is a powerful tool with which
the users can create any shape they want, given sufficient time.
Unfortunately, the modeling process by this tool is tedious, as the
users have to address every surface detail by hand for realistic mesh
results. We ask the users to spend at least one hour with this tool
and the results are just comparable to those made by our system, as
shown in Fig. 18c.

6.5 Limitations

Fig. 19. A failure case. In this exam-
ple, our synthesizer fails to produce
a plausible splash results due to self-
intersecting strokes.

Perhaps the greatest limita-
tion of our system is the
difficulty of generating rich
details comparable to those
in real-world splashes. The
model refinement processes
help lessen this issue, but
they do not solve it. While
our system enables the user
to design splash models by
simple strokes, it does not
offer any additional control
other than post-processing.
This issue can be problematic, given the fact that cGANs, unlike
GANs, are in short of stochasticity [Isola et al. 2017] and the user
cannot expect largely different model results to choose from. If
the results are not aesthetically appealing or consistent with their
design goals, the user has to treat the system as a black box and
modify the strokes through trials and errors. Currently, our system
is more suitable for designing freeform splash models. When there
are constraints or obstacles in the environment, such as the dancing
human sculpture in Fig. 11, the system relies on the user to adjust
the strokes accordingly and it cannot enforce constraints in an auto-
matic way. Our current system is also unsuitable for designing liquid
models other than splashes and the result can be unpredictable if
the strokes are not streamline-like, such as those self-intersecting
ones in Fig. 19. Finally, our system takes 3D user strokes acquired
by depth-augmented devices only. It is unclear how the system re-
sponds when it takes other strokes as input, but we can always run
a pre-processing step to convert other strokes into 3D ones, as a
quick way of generalization.
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(a) Our system in a virtual reality environment (b) The X-Particles system by Cinema 4D (c) The mesh sculpting systems by Maya and ZBrush

Fig. 18. The interfaces of three modeling systems. Our system allows users to interactively and conveniently create quality liquid shape models in a very short
time. In comparison, other modeling systems require users to spend a sufficient amount of time before obtaining acceptable splash results.

7 CONCLUSIONS AND FUTURE WORK
In this paper, we demonstrate the effective use of a conditional
generative adversarial network (cGAN) in synthesizing complex
liquid splash models from user strokes. To overcome the missing
detail issue in comparison with real-world splashes, we develop a
physics-inspired splash model refinement component for the user
to enrich synthesized results. Thanks to the efficiency of our system,
the user can now interactively edit and examine his/her results, in
the course of designing special splash effects.

Looking in the future, we set our priority as further detail refine-
ment. This includes collecting more diversified and detailed data,
improving neural network structures, and better model refinement
processes. We then would like to improve the runtime performance
of our system, especially by its GPU implementation, to eventually
achieve real-time model design and synthesis. How to optimize
user experience and achieve precise shape design in a virtual envi-
ronment is another important problem we will study. Finally, we
will explore the extension of our system for modeling other liquid
phenomena, some of which are also compatible with the streamline
representation and can be synthesized in a similar fashion.
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