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Figure 1: A squirrel example. Our computational system generates interlocking shell pieces from a printable model. Without using glue or
screw, the shell pieces in (b), printed by a Form1+ SLA printer, can be securely locked in the assembled configuration as (c) shows. The color
pieces and arrows in (a) visualize the installation plan, including both the installation order and the installation directions of the pieces.

Abstract
While the 3D printing technology has become increasingly popular in recent years, it suffers from two critical limitations:
expensive printing material and long printing time. An effective solution is to hollow the 3D model into a shell and print the
shell by parts. Unfortunately, making shell pieces tightly assembled and easy to disassemble seem to be two contradictory
conditions, and there exists no easy way to satisfy them at the same time yet. In this paper, we present a computational system to
design an interlocking structure of a partitioned shell model, which uses only male and female connectors to lock shell pieces
in the assembled configuration. Given a mesh segmentation input, our system automatically finds an optimal installation plan
specifying both the installation order and the installation directions of the pieces, and then builds the models of the shell pieces
using optimized shell thickness and connector sizes. To find the optimal installation plan, we develop simulation-based and
data-driven metrics, and we incorporate them into an optimal plan search algorithm with fast pruning and local optimization
strategies. The whole system is automatic, except for the shape design of the key piece. The interlocking structure does not
introduce new gaps on the outer surface, which would become noticeable inevitably due to limited printer precision. Our
experiment shows that the assembled object is strong against separation, yet still easy to disassemble.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry and Object
Modeling—Physically based modeling

1. Introduction

The recent advance in the 3D printing technology offers great flex-
ibility in the design and manufacturing of customized objects for
various purposes. This technology, however, suffers from two ma-
jor limitations: expensive printing material and long printing time.
The material cost is directly related to the volume of a 3D model.

A natural way to reduce the cost is to just print the model surface
as a shell. The printing time depends on many factors, including
the model height, especially for powder-based and SLA printers.
When a model is tall, it consists of many printing layers and each
layer needs time to get solidified. To shorten the printing time, we
can further divide a shell into pieces and build them in a flattened
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configuration. Doing this also indirectly reduces the material cost,
since less material is needed to form the support structure, even
though it is not part of the model. Figure 1 shows a squirrel ex-
ample. By printing its partitioned shell pieces, we can reduce the
volume from 468cm3 to 131cm3 and the printing time from 13.5
hours to 6 hours using a Form 1+ SLA printer.

Besides reducing the material cost and the printing time, the
partitioned shell idea, first proposed by Vanek et al. [VGB∗14b],
has other significant advantages. It allows a small and affordable
printer to build a large 3D model piece by piece, even in paral-
lel [LBRM12]. It reduces the space when a printed object is not
in use for storage and transportation purposes [YCL∗15]. It even
makes a printed object replaceable and reusable by parts. This ad-
vantage can be of crucial importance, if part of an object is vulner-
able to damage during practical use.

While researchers have extensively studied the partitioning of
a 3D model and its shell, they paid little attention to a basic yet
important question: how can we assemble the partitioned pieces
together? A common practice in previous research [VGB∗14b,
CZL∗15] is to use the glue. To glue two pieces together, we must
keep them in their right positions before the glue dries. This is
rather inconvenient when the shell pieces are thin. Gluing also un-
dermines the replaceability and the reusability of a printed object,
even if the glue is washable. Alternatively, we can use simple male
and female connectors [LBRM12,YCL∗15]. In that case, only fric-
tion can prevent the pieces from separation, so the whole structure
is fragile and it cannot withstand large impacts. Other fastening op-
tions, such as screws, are often infeasible for a partitioned shell
model, either because they rely too much on the precision of a 3D
printer or because they can leave too many gaps on the surface.

Inspired by recent work on interlocking structures [SFCO12,
FSY∗15, SFLF15], we present a computational system to design
the interlocking structure of a partitioned shell model, which uses
male and female connectors to lock the pieces into their assembled
positions. Besides easy assembling and disassembling, we believe
that a good design should also have the following qualities:

• Flexibility. The modeling algorithm should flexibly handle
curved 3D models and they should not place too many restric-
tions on the mesh segmentation input.

• Strength. The structure should be strong enough to prevent
an assembled object from separation under reasonable impacts,
e.g., when falling from a height of a table.

• Unnoticeable gaps. It is inevitable to have gaps on the model
surface, due to limited printer precision. The design should in-
troduce fewer and smaller gaps, if possible.

To achieve these goals by our computational system, we make the
following technical contributions.

• Shape modeling. Given an installation plan that includes both
the installation order and the installation directions, we develop
a geometric modeling approach to build the shape of each shell
piece. The connectors enforce each piece to be separable only
in its separation direction. To further secure the key piece of the
structure, we propose a unique key connector design based on
user guidance.

• Plan metrics. We present both simulation and data-driven
ways to evaluate the quality of an installation plan. We show how
to formulate simulation metrics by running simulation under a
worst-case scenario, and we demonstrate projective dynamics is
particularly suitable for this task. While simulation metrics are
more accurate but expensive, the data-driven metric offers a fast
estimation based on the local geometry.

• Optimal plan search. We use a randomized graph search al-
gorithm to find an optimal installation plan. A naïve implementa-
tion of this algorithm converges slowly. Fortunately, the locality
nature of the data-driven metric allows us to develop pruning and
local optimization strategies for fast plan search. In the end, we
apply simulation metrics to ensure that shell pieces cannot be
separated as clusters.

Thanks to the interlocking structure, the partitioned shell models
are easy to assemble and disassemble, as Figure 1 shows. The
printed objects have sufficient strength against falling and squeez-
ing impacts, as demonstrated in our experiment. The whole system
has a reasonable scalability and its result is relatively insensitive to
the mesh segmentation input.

2. Related Work

Printable shape design. In recent years, researchers have studied
many printable shape design problems, including strength improve-
ment [SVB∗12,US13,WWY∗13,ZPZ13,LSZ∗14], articulated bod-
ies [BBJP12, CCA∗12], appearance [DWP∗10, CLD∗13], elastic
shape design [CZXZ14], support structure [DHL14, VGB14a],
spinnability [BWBSH14], and elasticity [BBO∗10, PZM∗15,
SBR∗15].

Our work is closely related to those trying to model a 3D shape
by parts. [LOMI11] proposed to divide a furniture model into
pieces with connectors. [LBRM12] worked on planar partition-
ing of a large model, in order to build the pieces by small print-
ers. [HLZCO14] developed an algorithm to decompose a model
into pyramidal shapes for additive 3D printing. [DPW∗14] stud-
ied how to assemble a self-supporting structure from its parti-
tioned parts. [SSL∗14] proposed a data-driven method for design-
ing 3D models with template parts and connectors. [SDW∗16] built
a coarse internal base structure to support a partitioned shell model.
Researchers [VGB∗14b, YCL∗15, CZL∗15, Att15] have also been
interested in decomposing and packing 3D models into a printing
volume or an arbitrary container. Doing this can save the printing
material spent on the support structure, shorten the printing time,
and/or reduce the space when an object is not in use.

Shell modeling. A straightforward way to save the printing ma-
terial is to just print the outer surface of the 3D model as a shell.
[PKZ04, LFL09] modeled the shell by displacing surface vertices
along the gradient of the distance function, so they can maintain
the correspondences between the outer surface and the inner sur-
face. Such correspondences are often not needed in 3D printing ap-
plications. So researchers [SVB∗12, VGB∗14b] have also adopted
level set methods and modeled the shells from isosurfaces. To make
the shell satisfy certain constraints, such as standing on a table,
[MAB∗15] presented a reduced order framework for optimizing
spatially varying shell thickness.
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Figure 3: The system pipeline. Our system can be divided into three major components: planning, evaluation, and modeling. Most of these
components are automatic, except for the design of the key piece that still demands some user guidance at this time.

(a) Connector closeup (before) (b) Connector closeup (after)

(c) Multiple pieces (before) (d) Multiple pieces (after)

Figure 2: Connectors and pieces before and after installation. The
connectors modeled on the boundary between two pieces ensure
that they are installable/separable only in one direction. If some
pieces have already been installed, the next piece being installed
will determine the installation directions of the related boundary
connectors, as shown in (c).

To prevent a shell model from easy collapse, [WWY∗13] pro-
posed to strengthen the shell structure by adding internal struts.
Alternatively, [SVB∗12,LSZ∗14] suggested to perform stress anal-
ysis and hollow low-stress regions only. In mechanical engineer-
ing, shape optimization for strength improvement is an extensively
studied research topic. A recent survey on this topic can be found
in [SINP05]. Different from previous works, our work is more fo-
cused on connector failures than the yield of the shell itself.

Puzzles and interlocking structures. The history of interlocking
structures can be traced back to ancient Asia and Europe, when
people used interlocking joints to build wood architecture and fur-
niture. The pioneer work of Cutler [Cut78, Cut94] first employed
computers to find solutions to six-piece interlocking burr puzzles.
Later, [XLF∗11] generated burr puzzles from a 3D model, by repli-
cating and connecting a known knot structure. [SFCO12, SFLF15]
presented a voxel-based approach to decompose a 3D model into
interlocking pieces with various complexities. [FSY∗15] formu-
lated a scheme to break a furniture complex into globally inter-
locking assemblies. [LFL09] created shell-based 3D puzzles, us-
ing polyomino tilings over parameterized surfaces. [SZ15] devel-
oped a computational approach for constructing puzzles with twisty

joints. The interlocking structure of flat panels has also been studied
by graphics researchers [HBA12,CPMS14,SDW∗16]. While many
previous works on printable puzzles and interlocking structures re-
lied on specific patterns or installation directions, we are interested
in handling arbitrary surface mesh segmentation inputs with only a
few restrictions.

3. Overview

The main idea behind this work is to model male and female con-
nectors on the boundary between two adjacent shell pieces, so that
they are separable only in a single direction as Figure 2 shows.
The opposite of this separation direction is the installation direc-
tion, the only direction for separated pieces to be assembled back
together. The directions of the two pieces are also opposite to each
other: the installation of the male piece is identical to the separation
direction of the female piece, and vice versa. Although we specify
the installation direction at each piece, we found it is convenient
to assign directions to its boundaries and connectors as well, de-
pending on how the piece gets connected to its neighbors. When a
piece has many neighbors and its connectors have conflicting sep-
aration directions, it gets interlocked into the assembled state. A
special case is the key piece [FSY∗15], which is installed later than
all of its neighbors. In that case, the direction of the key piece de-
termines all of its connector directions, so it can be not interlocked.
In our model, there is only one key piece, the very last piece being
installed.

Our system pipeline is illustrated in Figure 3. We intentionally
assume that the user will provide the segmentation of the surface
mesh as an input. This offers the user some flexibility in designing
shell pieces. For example, the user can segment the mesh at curved
locations to make gaps less noticeable [YCL∗15]. In case the user
is not familiar with meshes, our system provides a basic mesh seg-
mentation component using the CGAL library as well. The output
of our system is a series of shell piece meshes, which are directly
produced by the modeling process described in Section 4. To make
the interlocking structure effective, the modeling process must use
a good installation plan specifying the installation order and the
installation directions. In Section 5, we present different evalua-
tion metrics to quantify the quality of an installation plan. Later in
Section 6, we discuss our randomized algorithm with pruning and
local optimization strategies for fast plan search. Our system is free
of user intervention, except for the shape design of the key piece.
Once the system automatically identifies the key piece, it asks the
user to refine its shape and connector locations in the mesh seg-
mentation input, so that it can be secured as well.
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4. Interlocking Shell Piece Model

To begin with, we would like to present our interlocking shell piece
model, given a mesh segmentation input and an installation plan.
To interlock shell pieces and eliminate their relative movements af-
ter installation, our design places male and female connectors on
the boundary between two adjacent shell pieces. We will first study
the modeling of the shell piece body and its connectors in Subsec-
tion 4.1 and 4.2, respectively. Next, we will optimize thickness and
size parameters used by this model in Subsection 4.3.

4.1. Piece Body Model
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Figure 4: The level sets that
define the body of piece k.

The modeling of an individual
shell piece body is a relative sim-
ple problem. First, we partition
the 3D space into a regular grid
and compute the distance from
each grid node to the segmented
mesh surface. Doing this allows
us to divide the whole 3D volume
by multiple level set functions,
each of which represents the 3D
region closest to one segmented mesh patch as did in [YCL∗15].
Let H be the shell thickness. We formulate the level set function of
the shell piece body k as:

ψk(x) = min(φ0(x),φk(x),−H−φ0(x)) , (1)

in which φ0 is the level set of the outer surface mesh and φk is the
level set representing the region close to piece k, as Figure 4 shows.
To prevent shell piece bodies from being blocked in their separa-
tion directions, we perform intersection tests and carve their level
sets, if any intersection is found. Finally, we use the marching cube
method to create the inner surface mesh from modified level sets,
compute the intersection between the inner surface mesh and the
outer surface mesh, and merge the intersection results to form the
surface mesh of a shell piece body. The reason we do not use level
sets to reconstruct the whole surface mesh immediately is because
it may fail to recover the details on the original outer surface.

4.2. Connector Model

Our next goal is to model the connectors between every two ad-
jacent pieces, according to the separation directions of the pieces
found by the optimal plan search in Section 6. Without loss of gen-
erality, let us consider a single edge e connecting two vertices xe0
and xe1 on the inner boundary, as Figure 5a shows. Let ue0 and ue1
be the tangent of the inner curve at the two vertices, and se0 = se1
be the separation direction of the green piece which is assigned
to the whole boundary, if we assume that the green piece is in-
stalled later than the blue piece. We compute two upper directions:
ne0 =−ue0× se0 and ne1 =−ue1× se1. Using all of these normal-
ized directions, we can expand edge e with distance D into a poly-
hedron, which acts as an enclosure around e. Note that ne0 and ne1
are not surface normals, and they typically do not lie in the bound-
ary surface between the two pieces. If the male connector grows
forward as the cross section view shows in Figure 5b, we model its
pin by expanding the edge with shorter distances in the−se0 direc-
tion and the −ne0 direction. To model the pin’s attachment to the
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(a) A 3D view
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(b) Forward connectors
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(c) Backward connectors

Figure 5: The modeling of male and female connectors. We build
a polyhedral enclosure around each inner boundary edge to facili-
tate the modeling of its connectors. The connectors prevent the two
pieces from leaving each other, except in a given direction.

male piece, we take the union of the pin and the back side of the
enclosure, and then calculate its intersection with the inner surface
mesh. Similarly, we model the socket using the front side of the en-
closure, and then attach it to the female piece by mesh operations.
We perform these operations on meshes, not on level sets, because
level sets must be in high resolution to provide sufficient accuracy.
Backward connectors can be modeled in the same way as shown in
Figure 5c, with similar mesh operations. We note that our modeling
method allows the installation direction of the green piece to be in
an upward direction as well, if we treat it as a female piece instead.

Although we try to create connectors for every inner bound-
ary edge, there are two typical exceptions. First, we do not build
connectors, if an edge is too close to the ends of a boundary be-
tween two pieces. This prevents intersections among multiple con-
nectors modeled on multiple boundaries. Second, if ne0 and ne1 of
an edge are too different, the polyhedral enclosure may be in self-
intersection. So we do not model its connectors as well. Figure 2a
and 2c contain the connectors of printed shell pieces. When two
edges are adjacent, their connectors are naturally merged.

Key connectors. The key piece, i.e., the very last piece being in-
stalled, is unique in that it cannot be interlocked by its neighbors,
so we must rely on friction to make it tightly connected to the rest
of the model. Our idea is to slide the key piece in by a special key
connector design, as the cross section view in Figure 6a shows.
These connectors are elongated in the separation direction, to of-
fer a sufficient contact area for friction. We note that this design
can cause intersections between key connectors and shell bodies in
the separation direction. Fortunately, this issue does not exist, if the
boundaries between the key piece and its neighbors are straight and
aligned with the separation direction. Our current solution requires
the user to enforce this condition on the mesh segmentation input
and to specify key connector locations on the boundaries.
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Figure 6: The modeling of key connectors. Unlike other connec-
tors, these connectors have their separation directions perpendicu-
lar to the cross section view shown in (a).

Figure 6b shows a photograph of a key piece with its connectors.
Our experiment verifies that these connectors can effectively pre-
vent the separation of the key piece. Occasionally, they can even
cause the key piece to become difficult to assemble, due to limited
printer resolution. So we recommend to leave some gaps between
male and female key connectors for easy disassembling.

4.3. Parameter Optimization

The modeling process described in Subsection 4.1 and 4.2 uses two
important parameters: the shell thickness H and the connector size
D. In this subsection, we will optimize their values to make the
whole interlocking structure strong against impacts.

Thickness optimization. For fast modeling and optimization, our
system cannot afford performing highly detailed structural analy-
sis. Instead, we assume that the thickness is uniform over the whole
shell and we ignore the existence of the segmentation and the con-
nectors. Using a shell finite element formulation [Log11], our stress
analysis tool derives the stress field over the shell under given ex-
ternal forces. Our goal is to find the minimum thickness H, such
that the stress result satisfies unilateral constraints:

max
c∈C

(
σ

c
s
)
< σmax, for all s ∈ S, (2)

in which S is the set of shell elements, C is the set of test cases,
σ

c
s is the von Mises stress computed from the Cauchy stress ten-

sor of element s in the c-th case, and σmax is the yield strength
of the printing material. Figure 7a shows the maximum stress re-
sult of a lion example. For the photopolymer resin material used
in some of our experiment, we set σmax=42MPa. Because there is
only one parameter needed for optimization, we search for its min-
imum value in a bisection way. Given an initial thickness interval
[h0=0mm, h1=10mm], such that the constraints are satisfied at h1
but not at h0, we evaluate the constraints at 1

2 (h0 + h1), select the
sub-interval accordingly, and then start another iteration. We termi-
nate the iterative procedure once the interval is sufficiently small
and select h1 as the result.

We construct our test cases to mimic collisions with the ground
floor. Specifically, we rotate the model to a random orientation in
each test case, and then apply constraints and forces at its top and
bottom regions respectively. The set contains 12 test cases in total.
Suppose that the collision is completely inelastic and it happens
within a short time ∆t, we calculate the force at vertex i within
impact zones as: fi = −mivi/∆t, where mi and vi are the vertex

(a) Maximum stress (b) Stress over the boundaries

Figure 7: A stress analysis result of a lion example. Based on the
analysis, we optimize the shell thickness and the connector sizes.

mass and velocity. We typically set ∆t = 1/300s and vi = 5m/s,
which is the speed after falling from a height of 1.25m.

Although other optimization techniques such as topology opti-
mization [BS04, SM13] can provide more sophisticated solutions,
they are computationally expensive and it is difficult to synthesize
the optimization results generated by different test cases. By using
a uniform thickness, however, our method can quickly process the
test cases and find a thickness that works in the worst case.

Connector size optimization. Next we must optimize the connec-
tor size. The size of a connector is determined by its polyhedral
enclosure, which is expanded from an inner boundary edge with
distance D as Figure 5b shows. So the question becomes how to
find an optimal D. Although we can define D as a variable at each
vertex, we choose not to do so, to avoid the modeling complexity
that follows. Instead we treat the distance as a constant for connec-
tors on the same boundary and we estimate its value by a simple
linear model. Let maxc,i∈B j (σ

c
i ) be the maximum von Mises stress

at any vertex i on boundary B j. We compute the expansion distance
D j on boundary B j as:

D j = Dmin +min

(
α max

c,i∈B j

(
σ

c
i
)
,1

)
(Dmax−Dmin), (3)

in which α is a control coefficient, and Dmin=2mm and Dmax=4mm
are the minimum and maximum distances. Figure 7b illustrates the
connectors of a shell piece with different sizes. When the stress on
a boundary is large, Equation 3 increases the distance value to make
the connectors bigger, as expected.

5. Plan Metrics

To derive a good installation plan later in Subsection 6, we must
understand what is a good installation plan first. In this section, we
will present three evaluation metrics with different computational
costs. We will use them for different purposes during the optimal
plan search later in Section 6.

5.1. Volume-based Metric

Perhaps the most straightforward way to evaluate an installation
plan is to construct the surface meshes of shell pieces, convert
them into tetrahedral meshes, and then perform volumetric finite
element analysis. The goal of this analysis is to find out how easily
shell pieces can be separated, when they are under external forces.
Since it is impractical to test all of the possible forces under dif-
ferent scenarios, we construct our tests in a worst-case way. Given
the shell pieces and the separation directions, we apply uniform
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Figure 8: Volumetric and surface meshes used for our simulation-
based metrics. These metrics use the maximum displacement be-
tween male and female connector vertices created from the same
boundary vertex to evaluate the installation plan quality.

forces at connector vertices in their separation directions as shown
in Figure 8a, and then run the simulation with the key piece being
fixed as constraints. We perform tetrahedron intersection tests and
penalty forces to handle and resolve collisions among shell pieces.
We do not consider friction forces in our simulation, because un-
like the key connector, the normal connectors cannot provide suffi-
cient contact area, and the friction forces are typically insignificant
compared with the strain forces caused by the high stiffness of the
printing material. Once the simulation gets stabilized at an elasto-
static state, we calculate the maximum displacement dmax

i between
male and female connector vertices created from the same bound-
ary vertex i. This displacement evaluates the response of the model
to external forces, but it has not considered the quality of the con-
nectors yet. During the modeling process described in Section 4,
the separation direction can actually cause two issues. First, if si is
close to the tangent direction±ui, the effective depth of its connec-
tors decreases, as shown in Figure 9a. Second, if si is close to the
binormal direction vi as in Figure 10, the connectors are too back-
ward and ill-shaped, as Figure 9b shows. We use a weight function
to describe the intrinsic connector quality related to these two is-
sues:

wi = max(|si ·ui| ,max(si ·vi,0))+β, (4)

in which β is the base weight. We then formulate the overall plan
quality as: Q =−maxwidmax

i , for any boundary vertex i. A higher
plan quality score indicates that the model constructed under this
plan should be more resistant against the separation problem.

To prevent the deformation from being too large, we apply a uni-
form separation force of 10.0N/m on the connectors and discard
those plans which contain totally separable pieces. With small de-
formations, we can use a simple linear elastic model for the simu-
lation, with a Young’s modulus of 2.0GPa and a Poisson’s ratio of
0.35. To represent the squirrel example as shown in Figure 1, our
tetrahedral mesh contains 18K tetrahedral elements in total. Each
shell piece contains 1.6K to 3.7K tetrahedral elements, including
1.0K to 1.4K elements for the shell body and 0.6K to 2.3K elements
for the connectors. In average, our simulator needs approximately
3.6 seconds to evaluate an whole installation plan.

5.2. Surface-based Metric

While we can use the volume-based metric to generate ground truth
for comparison purposes, it is too computationally expensive and

(a) Shallow connectors (b) Ill-shaped connectors

Figure 9: Bad connectors. The issues associated with these con-
nectors are caused by the separation direction, which is penalized
in our plan metrics by a weight function.

we cannot use it extensively in the optimal plan search to be dis-
cussed in Section 6. Our solution is to simplify a volumetric mesh
model into a triangular mesh model, as Figure 8b shows. The shell
body is represented by the segmented surface mesh and the con-
nectors become stripes of triangles attached to the shell body.

Our simulator is built upon the recent success of projective dy-
namics [LBOK13,BML∗14]. Different from other simulation tech-
niques [BW98, MG04] that try to solve a single Newton iteration,
projective dynamics formulates implicit time integration of a dy-
namical system into a nonlinear optimization problem:

xt+1 = argmin
x

{
1

2h2 ‖x−yt‖2
M +∑

c

kc

2
‖Acx−Bcx̄c‖2

}
, (5)

in which xt+1 is the vertex position vector at time t+1, yt is the ex-
pected vertex position vector under body forces, h is the time step,
M is the mass matrix, c is an edge constraint, kc is the stiffness, and
Ac and Bc are the constant matrices for the constraint [BML∗14].
In our simulation, c can be any triangle edge for planar elasticity,
or any hinge edge for bending elasticity. The basic idea behind pro-
jective dynamics is to iteratively solve two steps: a local step that
projects x into x̄c by each constraint c, and a global step that solves
Equation 5 as a linear system when x̄c is constant. The key advan-
tage of projective dynamics is that the matrix of the linear system
involved in the global step is constant, which can be pre-factorized
for fast solve. This is particularly important to us, since different
plans use different external forces but the same matrix.

Similar to the volume-based metric, our surface-based metric de-
fines boundary forces in a worst-case way. The main difference is in
collision detection and handling. The surface-based metric handles
a collision as a positional constraint: a vertex belonging to the male
connector must be projected onto its closest triangle belonging to
the female connector, but not vice versa. One challenge posed by
such a constraint is that it changes the system matrix, as the closest
pair varies in each iteration. Fortunately, we found it is still safe
to use the original system matrix, without considering the contri-
bution of these varying collision constraints. The reason is because
projective dynamics can be fundamentally interpreted as a gradient
descent method with the matrix acting as the preconditioner. Since
the matrix is strictly diagonally dominant, the method is guaranteed
to converge as long as the step length is sufficiently small. Our ex-
periment shows there is even no need to use an adaptive step length,
since collision constraints are much more sparse than other con-
straints. Once the simulator generates the maximum displacement
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Figure 10: Data-driven metric model. This model assumes that the
resistance of a shell piece against separation can be derived the
resistance of each vertex i against translation and rotation, using
two types of testing directions ftra and frot.

for every boundary vertex, we use the weight function in Equation 4
to evaluate the overall plan quality as did in Subsection 5.1.

We apply the same stiffness for the bending, stretch and po-
sitional constraint. Our experiment shows that our surface-based
simulator can evaluate a whole installation plan in less than 0.2
seconds, for the squirrel example shown in Figure 1. This is nearly
20 times faster than the volume-based simulator. Thanks to multi-
threading, we can further reduce the evaluation time of 100 plans
to less than 10 seconds.

5.3. Boundary-based Data-Driven Metric

While the surface-based metric is significantly faster, our system
still cannot afford using it to evaluate millions of installation plans
during the optimal plan search. So we need some inexpensive yet
plausible way to estimate the plan quality and use that estimation
to avoid unnecessary simulations.

We propose to build a novel metric in a local and data-driven
fashion. Suppose that the surface and the segmentation are both
sufficiently smooth. We can approximate the local neighborhood
of a boundary edge as two half-planes. The connectors are two nar-
row stripes underneath this edge. The separation direction controls
both the depth and the orientation of the connectors. Since the con-
nector depth has already been considered in the weight function in
Equation 4, we just have to consider the connector orientation with
only one degree of freedom which is the freedom of rotation about
the edge. To know how this local neighborhood responds to forces
in a specific testing direction, we tessellate the neighborhood into
triangle meshes, run our surface-based simulator in Subsection 5.2,
and use the maximum displacement to form the quality metric as
before. The outer ring of this neighborhood is treated as fixed con-
straints in simulation. We select 8 connector orientations and 26
testing directions, including 6 axial directions and 20 in-plane and
out-of-plane diagonal directions. In total, our local test set contains
208 cases and it takes less than five seconds to simulate by our
simulator. Given the simulated data, we can then predict the dis-
placement of a local neighborhood by a piecewise linear function:
d(u,v,s, f), in which u and v specify the orientation of the neigh-
borhood, s is the separation direction, and f is the direction of the
testing force.

Our data-driven metric assumes that the maximum displacement
of a shell piece k can be predicted from the displacement of its
boundary vertex i under a number of test cases:

dk = max
i∈Bk , f

wid(ui,vi,si, f), (6)

(a) Experiment setup
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Figure 11: Metric evaluation by real-world experiment. The met-
rics roughly agree with the ground truth which is provided by the
experiment in (a). All of the scores are normalized.
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Figure 12: Metric evaluation by synthetic experiment. The met-
rics roughly agree with the ground truth which is provided by the
volume-based metric. All of the scores are normalized.

in which wi is the weight function penalizing bad connectors, as in
Equation 4. Our test case includes translational ones that simply use
ftra = s j, the separation direction of boundary j. It also includes
rotational ones which treat any two boundary ends xa and xb as
a rotation axis, as Figure 10 shows, and the testing direction can
be calculated as: frot =± (xi−xa)×(xb−xa)

‖(xi−xa)×(xb−xa)‖ . Intuitively, these tests
estimate the resistance of the shell piece against translation and ro-
tation, by trying to pull or pry it out from its neighbors. Once we
get the resistance of every shell piece, we combine them together
to form the data-driven quality of the whole plan: Q = −maxdk.
Similar to simulation-based metrics, the data-driven metric uses a
higher score to indicate more resistance against separation.

5.4. Metric Comparisons

To evaluate the effectiveness of our metrics on predicting the con-
nector quality, we design a controlled experiment as Figure 11a
shows. In this experiment, we use two tripod heads to secure fe-
male pieces (in red) in different orientations. We then put calibrated
weights under the male piece (in white) and measure the maximum
force for the pieces to get separated. This experiment result is used
as the ground truth to evaluate the scores provided by the three met-

c© 2017 The Author(s)
Computer Graphics Forum c© 2017 The Eurographics Association and John Wiley & Sons Ltd.



M. Yao & Z. Chen & W. Xu & H. Wang / Modeling, Evaluation and Optimization of Interlocking Shell Pieces

Volume-based (2.0GPa)
Volume-based (1.0GPa)
Volume-based (4.0GPa)

Test ID
40 800 20 60 100

0.0

Sc
or

e

0.5

1.0

Surface-based (1:1:1)
Surface-based (1:4:16)
Surface-based (1:16:4)

Figure 13: Metric evaluation with different stiffness parameters.
The volume-based metric agrees between different Young’s modu-
lus and the surface-based metric agrees between different ratios of
bending to stretch to positional stiffness.

rics under the same setup, as Figure 11b shows. Here we normalize
all of the scores to make the comparison fair. The experiment shows
that our scores are roughly aligned with the experiment data. Next
we would like to evaluate our metrics on installation plans. Since it
is difficult to test a whole model by real-world experiment, we treat
the volume-based metric as the ground truth and use our metrics
to evaluate 100 random installation plans of the squirrel example.
Being significantly faster, the surface-based metric still agrees well
with the volume-based metric as Figure 12 shows. The data-driven
metric can also provide a plausible prediction on the plan quality,
although its score is not always reliable. Finally, we test the same
set of installation plans with different stiffness parameters and find
that physical accuracy is not strictly required for our simulators and
there is no need to tune stiffness parameters as long as the simula-
tion result is plausible, as Figure 13 shows.

6. Installation Planning

Given the metrics, we can now discuss how to find an optimal in-
stallation plan, which contains both the installation order and the
installation directions. As in Subsection 5.3, we consider only 26
installation directions, including 6 axial directions and 20 diagonal
directions in the world space. We will start our discussion with the
key piece in Subsection 6.1, and then describe the search algorithm
with pruning and optimization strategies in Subsection 6.2.1.

6.1. Key Piece Detection

Our first job is to identify the key piece, i.e., the very last piece be-
ing assembled. Unlike other pieces, the key piece relies on friction
rather than interlocking to stay with the rest of the model. Since
an object typically does not experience much stress in the tangent
plane, we choose to slide the key piece in by defining the separation
direction in the tangent plane, as discussed in Subsection 4.2.

We use two criteria to select the key piece: 1) can it be well ap-
proximated by its tangent plane; and 2) does it have a valid installa-
tion direction? To do tangent plane approximation, we apply least
squares fitting and the RANSAC method to fit a plane to its bound-
ary vertices. The reason we use RANSAC rather than a closed form
is to handle pieces whose surfaces are only partially flat. To test
whether a valid direction exists, we sample eight directions in the
tangent plane and check the intersection in each direction as de-
scribed later in Subsection 6.2.1. In the end, we identify the key
piece and its valid installation direction as the one with the highest

approximation quality. Figure 1 shows that the method selects the
key piece on the flat bottom of a squirrel model, as expected. We
note that the shape of the selected key piece should still be refined
manually to meet the shape requirement outlined in Subsection 4.2.

6.2. The Search Algorithm

Once we identify the key piece, we can formulate installation plan-
ning as a backward graph search problem on the connectivity graph
over the pieces, from the last piece to the first piece. A naïve solu-
tion is to enumerate all of the orders and the directions, and find the
best one among them. However, a simple calculation shows even a
model with only 10 pieces can have billions of installation plans, so
it is impractical to evaluate them all by our data-driven metric. Our
solution is to randomly determine the order and the directions dur-
ing the graph search. This randomized approach alone converges
slowly, because it must be very lucky to find a better installation
plan every time. To address this problem, we focus our research on
developing two strategies: plan pruning and local optimization.

6.2.1. Plan Pruning

We use plan pruning to avoid graph search branches, if they will
lead to low-score or problematic plans. Here we apply three prun-
ing techniques on the shell piece to be added into the installation
order path. These techniques are presented in the same order as they
are implemented, due to their computational costs. If any pruning
technique reports that the piece is not suitable for inclusion, the
algorithm performs backtracking and keeps trying to obtain an ac-
ceptable plan. If the search algorithm still cannot find a plan after a
number of tries, it restarts the graph search from scratch to prevent
itself from becoming a brute-force search.

Connectivity pruning. We require that every shell piece, except
for the first piece and the last piece, must have at least one neigh-
bor being installed earlier and one neighbor being installed later.
The first requirement prevents shell pieces from becoming discon-
nected during installation, and the second requirement ensures that
shell pieces are all interlocked, except for the key piece. During
the backward graph search, we enforce these two requirements as
two conditions on the piece newly added into the installation order:
it must be connected to those added earlier, and it cannot discon-
nect the pieces that have been not added yet. These two conditions
can be easily tested upon the connectivity of the shell pieces. If a
piece violates any of the two conditions, it cannot be added into the
installation order right away.

Intersection pruning. We consider installing each shell piece in
a single direction only. Therefore, the whole plan is invalid, if any
piece intersects with the pieces installed earlier in its installation
direction. Based on this observation, we implement a pruning strat-
egy in the backward graph search by checking whether a piece in-
tersects with those installed earlier, i.e., those not added into the
installation order yet. If so, this piece cannot be added immediately.

Since we have already addressed the intersection issue among
shell body interiors in Subsection 4.1, here we just need to test if
external shell surfaces intersect. To do so, we develop a visibility
test that checks whether a piece is partially occluded by others.
Specifically, we define a virtual orthographic camera facing in each
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Figure 14: The algorithm performance using different techniques
in (a) and different numbers of pieces in (b). The dash lines in (b)
represents the ground truth in each case.

separation direction, and then render the outer surface of each piece
into a depth map on the GPU. Using these depth maps, we perform
standard occlusion tests between every two pieces and store the re-
sults into a binary matrix per direction. Now the actual intersection
test during the graph search can be quickly done by table lookups.

Score-based pruning. The nature of the data-driven metric de-
scribed in Subsection 5.3 implies that the overall quality of an in-
stallation plan is determined by the worst piece, i.e., the piece with
the lowest score. Given the best installation plan we have discov-
ered so far, we can evaluate the scores of the pieces on the fly, and
discard low-score installation plans before they are formed. One
advantage of doing the backward graph search is that when a piece
is about to be added into the installation order, the separation di-
rections of its boundaries are all known, because the separation di-
rection of a piece installed later than its neighbor determines the
separation direction of the boundary between them. So similar to
the other strategies, the score-based pruning strategy can be im-
plemented by placing another condition on the piece to be added
into the installation order. Since we consider only a limited number
of separation directions, many steps involved in Equation 6 can be
precomputed to save the running cost.

6.2.2. Local Optimization

The pruning strategies avoid wasting computational time on useless
installation plans, but they still cannot fully address the low conver-
gence issue. To further boost the performance of our randomized
search algorithm, we propose to improve the quality of the formed
installation plan in a local and greedy fashion. Specifically, given
the piece with the lowest score, we enumerate its direction and its
neighboring directions, reevaluate their scores, and then update the
plan if the score can be higher. Connectivity and intersection condi-
tions must be rechecked to avoid an invalid plan, after every modi-
fication step. The whole optimization process terminates, once we
cannot improve the plan score any further. Our experiment shows
local optimization typically takes five to ten iterations and it can
increase the score of an installation plan by up to 40 percent.

6.2.3. Implementation and Analysis

Figure 14 illustrates the performance of our algorithm when using
different techniques and different numbers of pieces. Since it is im-
practical to find out the ground truth from a brute-force search, we
let the algorithm run for six hours and select its result as the ground
truth, drawn as a dash line in Figure 14. Figure 14a shows that both

Name # of h Volume Time Comp.
Pieces (mm) Ratio Ratio Cost (s)

Squirrel 11 2.2 28.0% 44.4% 130.7
Lion 12 2.7 47.6% 48.2% 118.0

Castle 11 2.4 39.8% 55.6% 117.7
Vase 9 2.3 45.5% 23.2% 126.7

Angel 10 2.0 28.1% 49.1% 130.3
Astronaut 11 2.7 54.0% 68.6% 116.4
Dinosaur 10 2.1 32.9% 46.4% 120.2
Laurana 10 2.0 26.1% 58.5% 125.1
Laurana 40 2.0 46.2% 67.1% 306.6
Budda 12 2.4 24.5% 47.8% 134.0

Car 11 1.9 26.6% 48.3% 131.2
Fist 13 2.0 20.4% 46.9% 145.1

Octopus 9 2.8 50.3% 61.9% 98.3

Table 1: Statistics showing the number of pieces, the shell thick-
ness, the ratio of the shell volume to the original volume, the ratio
of the shell printing time to the original printing time, and the com-
putational cost.

score-based pruning and local optimization are effective in improv-
ing the result quality, as expected. Figure 14b shows that although
the algorithm converges slower as the number of pieces increases,
the algorithm is still affordable when there are 40 pieces. The algo-
rithm performance can become problematic if there are even more
pieces, but we believe that it is unnecessary to use too many pieces
in practice. After all, our goal is to design a simple and convenient
structure, not a puzzle.

Our randomized graph search algorithm depends heavily on the
data-driven metric, which assumes that the overall plan quality can
be determined by the qualities of the shell pieces. This assumption
is not always plausible. For example, a cluster of pieces can be
easily separable, while each individual one is not. Simulation-based
metrics do not have this problem, as they simulate all of the pieces
together in a worst-case scenario. Our solution is to maintain the
top 100 installation plans found by the algorithm using the data-
driven metric, and then choose the best one among them using the
surface-simulation-based metric.

7. Results and Discussions

(Please watch the supplemental video for more detailed examples.)
We implemented our system and tested its performance on an Intel
Core i7-4790K 3.6GHz processor. The system uses CGAL to per-
form some of its mesh operations. Our examples, summarized in
Table 1 and displayed in Figure 18, cover a wide range of 3D print-
able shapes. They demonstrate that partitioned shell models can be
used to effectively reduce both the printing volume and the printing
time as expected. The printing time is estimated using the PreForm
2.0.2 Software, which is configured for Form1+ SLA 3D printers.
To evaluate the printability of our models, we use a series of 3D
printers, including a Form1+ SLA 3D printer, a Stratasys Objet500
Connex3 PolyJet printer, and a Shining iSLA-650 3D printer. The
printed shell pieces and the assembled objects are shown in Fig-
ure 17. We also conduct an experiment with 10 participants to test
the usability of our installation plans. Given only the information of
the installation order and the installation directions of the pieces, it
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(a) Our castle after punching (b) Bad castle after punching

(c) Our castle after collision (d) Bad castle after collision

Figure 15: Stress tests. Our assembled castle can withstand punch-
ing and collision impacts, as shown in (a) and (c). In contrast, if a
model does not get its pieces securely locked, or if its connectors
are too small, it can easily break as shown in (b) and (d).
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Figure 16: Plan search results using multiple mesh segmentation
inputs, each of which is represented by a curve.

takes a user less than two minutes to assemble or disassemble each
model, except the 40-piece model which takes about 10 minutes.

Stress tests. To evaluate the strength of our models against sepa-
ration, we test them under two different conditions. First, we use
a UR5 universal robot arm to punch the assembled models at the
same contact point from the top. Figure 15a and 15b demonstrate
that our castle model can easily withstand a 70N force, while the
bad one whose plan quality score is 50% lower cannot. Second,
we drop the assembled models from a height of 2m above a hard
floor. Figure 15c and 15d show that our castle model can maintain
its shape after collision with the floor, while the bad one whose
connectors are 50% smaller shatters. Note that these models are
slightly stronger than what we expected, probably because they are
printed by a PolyJet printer, not a SLA printer.

Performance. Table 1 provides the total computational cost spent
on each example, including the plan search cost, the simulation
cost, and the modeling cost. The plan search cost can be controlled
by the user. In our experiment, we typically spend 60 seconds on
the plan search, to ensure the result quality. The rest of the com-
putational cost is mainly caused by the geometric modeling step.
Both volumetric and mesh operations need considerable computa-
tional time. Fortunately, it is straightforward to model shell pieces

(a) Separated pieces (b) Assembled castle

(c) Separated pieces (d) Assembled vase

(e) Separated pieces (f) Assembled lion

(g) Separated pieces (h) Assembled laurana

Figure 17: Printed pieces and assembled models.

in parallel. The simulation step is less expensive than we thought,
thanks to parallelization as well.

Sensitivity to mesh segmentation. While we allow the user to
provide the mesh segmentation input, it is interesting to know how
different mesh segmentation inputs can affect the result qualities.
So we create eight mesh segmentation inputs for the same fist ex-
ample, two of which are generated manually and the rest of which
are generated by CGAL using methods like shape diameter, ran-
dom cuts, fitting primitives and k-means. The curves in Figure 16
illustrate how the results vary, according to different inputs. In gen-
eral, the result quality depends on the connectivity of the pieces and
the smoothness of the boundary curves. Although it is uncommon,
the result can be totally unacceptable due to the intrinsic fault of the
input. In that case, our system warns the user this issue and where
the weakness is, so he/she can adjust it accordingly.

Limitations. Although our system can flexibly handle different
mesh segmentations, its results can vary. In particular, it has dif-
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(a) Squirrel (b) Lion (c) Castle (d) Vase

(e) Angel (f) Astronaut (g) Dinosaur (h) Laurana

(i) Budda (j) Car (k) Fist (l) Octopus

Figure 18: Our examples and results. We use the same color scheme as in Figure 1 to visualize the installation order of the shell pieces. The
colored arrow next to each piece specifies its installation direction.

ficulty in building connectors, if pieces are too small or boundary
curves are too curvy. It also requires each piece to have a sufficient
number of neighbors. In the worst case when a piece has only one
neighbor, it cannot be interlocked and its connectors must be de-
signed as a key piece. Currently, our system relies on the user to
segment the key piece by following a certain pattern. Without do-
ing this, the key piece may not be secure enough against separation.
The plan search algorithm considers only a limited number of sep-
aration directions and it assumes that each piece is separable in a
single direction during disassembling. Our data-driven metric used
by the plan search algorithm is fast and local, but it fails to con-
sider global deformation as in simulation-based metrics. Finally,
our system is less suitable for printers that have limited precision
or use too much supporting materials, such as FDM printers.

8. Conclusions and Future Work

In this paper, we present a novel computational system to design
the interlocking structure of partitioned shell pieces. Our research
shows that this system is highly automatic and flexible, except for
the design of the key piece. The interlocking structure is useable
and effective against separation, as expected.

Looking into the future, we would like to find better and auto-
matic ways to handle the modeling of the key piece. We also would
like to see if struts can be added to improve the strength of the shell
structure. We have not found an easy way to assemble these struts
yet. To make our system more flexible, we are interested in more
generic connector designs for a wider range of mesh segmentation
inputs. Finally, we plan to reduce the computational cost of our
system through code optimization and hardware acceleration.
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